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Preface

This dissertation concerns research related to the intricate atomic mechanisms of
electron capture and ionization in fast ion-atom collisions. Particularly, focus was
given to the unique opportunities presented by multi-electron open-shell ions, i.e.,
He-like, 1s2s 3S, and Be-like, 1s2s22p 3P , ions. These pre-excited ion beams, having
initially a K-shell vacancy, offer the opportunity of studying dynamic collision pro-
cesses in ionic environments that depart from the usual ground state. Experiments
on collision systems with pre-excited ions serve as an excellent laboratory for study-
ing atomic physics phenomena, including electron capture/loss to the continuum of
the projectile and single electron capture. This thesis investigates these processes
in detail, offering a platform to test advanced collision theories and uncover the
fundamental physics involved.

Our cusp electron studies involved collision systems with both bare and dressed
projectiles of various ion species. Our investigations were focused on understanding
the role of multielectronic target subshells, as well as the role of open-shell projec-
tiles in the production of cusp electrons. The measurements were accompanied by
state-of-the-art distorted wave theories. These studies unveiled intriguing physical
phenomena related to the processes of electron capture and loss to the continuum
of the projectile, exposing the role of the target 2p electron in collisions of bare pro-
jectiles with multielectronic Ne and Ar targets. In addition, our studies captured,
both experimentally and theoretically, for the first time, the cusp electron peak
originating solely from collisions of pre-excited ions with He targets, on the double
differential cross section level. A key highlight of our work was the identification of
a small peak on the low-energy wing of the cusp peak, with an energy smaller than
the cusp maximum by the ionization potential of the target. This novel phenomenon
suggests an effectively new electron loss to the continuum process with simultaneous
target ionization through a correlated electron-electron interaction.

Furthermore, our research is also focused on studies related to the single electron
capture process in collisions of fast (few MeV/u) He-like mixed-state (1s2 1S, 1s2s 3S)
projectiles with He. This study builds upon a recent work carried out by our team
involving He-like carbon projectiles. In continuation of this, we undertook an iso-
electronic investigation employing He-like oxygen and boron projectiles. Our results
exposed the presence of strong electron correlations, further supporting the find-
ings of previous studies performed with He-like projectiles. Moreover, the single
differential cross sections of 1s2s2p 4P, 2P± states from both the ground, 1s2, and
metastable, 1s2s 3S, configurations of the incident beam were determined for a wide
range of collision energies. These findings offer invaluable insights, serving as an
important benchmark for the refinement and validation of advanced three-active
electron theories, such as the 3eAOCC, which is critically compared to our results.

Finally, we introduced an alternative method for determining the energy width of

xxv



ion beams in tandem Van de Graaff accelerators, an important parameter as it affects
the experimental resolution in general. In our approach, we employed measurements
of KLL Auger spectra along with corresponding Monte Carlo simulations performed
within the SIMION ion optics package. This new approach allows for an in-situ
determination of the ion beam energy width directly from the KLL Auger spectra
under study, thus eliminating the need for additional measurements.
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Περίληψη - Preface in Greek

Η παρούσα διατριβή μελετά τους πολύπλοκους ατομικούς μηχανισμούς της σύλληψης

και ιονισμού ηλεκτρονίου σε ταχείες κρούσεις ιόντων-ατόμων. Ειδικότερα, επικεντρω-
θήκαμε σε σχετικές μελέτες αξιοποιώντας προ-διεγερμένες ιοντικές δέσμες, όπως ηλιοει-
δείς, 1s2s 3S, και βηρυλλιοειδείς 1s2s22p 3P δέσμες ιόντων. Αυτές οι προ-διεγερμένες
ιοντικές δέσμες, που έχουν αρχικά μια κενή θέση στη Κ-στιβάδα, προσφέρουν τη
δυνατότητα να μελετήσουμε δυναμικές ατομικές διεργασίες σε ιοντικά περιβάλλοντα

που απέχουν από τη βασική κατάσταση. Πειράματα σε συστήματα κρούσεων με προ-
διεγερμένα ιόντα αποτελούν εξαιρετικό εργαλείο για τη μελέτη ατομικών φαινομένων,
συμπεριλαμβανομένης της σύλληψης/απώλειας ηλεκτρονίων στο συνεχές της δέσμης
ιόντων και της απλής σύλληψης ηλεκτρονίου. Αυτή η διατριβή μελετά τους συγκεκριμέ-
νους μηχανισμούς λεπτομερώς, προσφέροντας σημαντικές πληροφορίες για τον έλεγχο
προηγμένων θεωριών και την κατανόηση της θεμελιώδους φυσικής που εμπλέκεται.
Για τις μελέτες μας στα cusp ηλεκτρόνια αξιοποιήθηκαν συστήματα κρούσεων με

πλήρως και μερικώς απουγυμνωμένες δέσμες ιόντων. Οι έρευνές μας επικεντρώθηκαν
στην κατανόηση του ρόλου των τροχιακών πολυ-ηλεκτρονικών στόχων, καθώς και
του ρόλου της δομής προ-διεγερμένων ιοντικών δεσμών στην παραγωγή cusp ηλεκτρο-
νίων. Οι πειραματικές μετρήσεις συνοδεύονται από θεωρίες γνωστές ως distorted wave
θεωρίες. Αυτές οι μελέτες έδειξαν ενδιαφέροντα φυσικά φαινόμενα που σχετίζονται
με τις διαδικασίες της σύλληψης και απώλειας ηλεκτρονίων στο συνεχές των ιόντων

δέσμης, αποκαλύπτοντας τον ρόλο του 2p ηλεκτρονίου του στόχου σε κρούσεις πλήρως
απογυμνωμένων ιόντων δέσμης με πολυ-ηλεκτρονιακούς στόχους νέου και αργού. Επι-
πλέον, οι μελέτες μας κατέγραψαν, τόσο πειραματικά όσο και θεωρητικά, για πρώτη
φορά, την cusp κορυφή προερχόμενη αποκλειστικά από κρούσεις προ-διεγερμένων ι-
όντων με στόχους ηλίου, σε επίπεδο διπλά διαφορικής ενεργού διατομής (DDCS).
΄Ενα σημαντικό στοιχείο των μελετών μας ήταν η εντοπισμός μιας μικρής κορυφής στο

αριστερό φτερό της cusp κορυφής, με ενέργεια μικρότερη από το μέγιστο της cusp κο-
ρυφής ίση με το δυναμικό ιονισμού του στόχου. Αυτό το νέο φαινόμενο σηματοδοτεί
μία πιθανώς νέα διαδικασία απώλειας ηλεκτρονίων στο συνεχές μέσω υψηλά συσχε-

τιζόμενης αλληλεπίδρασης ηλεκτρονίων (correlated electron-electron interaction).
Επιπλέον, η έρευνά μας επικεντρώθηκε σε μελέτες που σχετίζονται με τη διαδικασία

σύλληψης ενός ηλεκτρονίου σε κρούσεις ταχέων (λίγων MeV/u) ηλιοειδών ιόντων
δέσμης (1s2 1S, 1s2s 3S) με στόχους ηλίου. Αυτή η μελέτη έρχεται ως φυσικό
επακόλουθο σε μία πρόσφατη εργασία που πραγματοποιήθηκε από την ομάδα μας με

ηλιοειδής δέσμες ιόντων άνθρακα. Οι μελέτες που παρουσιάζονται στην εν λόγω δια-
τριβή αφορούν μία ισο-ηλεκτρονική έρευνα αξιοποιώντας ηλιοειδής δέσμες ιόντων οξυ-
γόνου και βορίου. Τα αποτελέσματά μας αποκάλυψαν την παρουσία ισχυρών ηλεκτρο-
νικών συσχετισμών, υποστηρίζοντας περαιτέρω τα ευρήματα των προηγούμενων με-
λετών. Επιπλέον, ήταν εφικτός ο προσδιορισμός των απλά διαφορικών ενεργών δι-
ατομών (SDCS) των καταστάσεων 1s2s2p 4P, 2P± για κρούσεις ιόντων οξυγόνου, με
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ηλεκτρονική δομή Ο
6+(1s2) και Ο6+(1s2s 3S), με στόχους ηλίου, για ένα μεγάλο εύρος

ενεργειών. Αυτά τα ευρήματα προσφέρουν σημαντική γνώση, καθώς αποτελούν σημείο
αναφοράς για τη βελτίωση προηγμένων θεωριών τριών ενεργών ηλεκτρονίων, όπως η
θεωρία 3eAOCC, που συγκρίνεται με τα πειραματικά αποτελέσματά μας.
Τέλος, εισαγάγαμε μια εναλλακτική μέθοδο για τον προσδιορισμό του εύρους

ενέργειας των δεσμών ιόντων που παράγονται σε επιταχυντές τύπου tandem Van
de Graaff. Το εύρος ενέργειας της δέσμης αποτελεί μία σημαντική παράμετρο κα-
θώς επηρεάζει την πειραματική ανάλυση γενικότερα. Στην προσέγγισή μας, χρησι-
μοποιήσαμε μετρήσεις KLL Auger ηλεκτρονίων μαζί με αντίστοιχες προσομοιώσεις
τύπου Monte Carlo που πραγματοποιήθηκαν στο πακέτο προσομοίωσης SIMION.
Αυτή η νέα προσέγγιση επιτρέπει τον προσδιορισμό του εύρους ενέργειας της δέσμης

ιόντων απευθείας από τα φάσματα KLL Auger ηλεκτρονίων, εξαλείφοντας έτσι την
ανάγκη για επιπρόσθετες μετρήσεις.
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Prologue

“Life is what happens when you’re busy making other plans”. These timeless words,
immortalized by the legendary John Lennon, hold a profound truth that resonates
with the unpredictable nature of our existence. It’s a symphony of random events,
chance encounters, and unforeseen twists that shape the course of our lives in ways
we could never anticipate. These seemingly inconsequential moments, like seeds
scattered by a gust of wind, take root and flourish into beautiful, unexpected jour-
neys that define us. In this spirit, I would like to share a story that began with a
spontaneous childish statement, meandered through the corridors of academia, and
led me down a path of passion, perseverance, and discovery. A journey that has
brought me to this pivotal moment, where the culmination of years of dedication
and the unyielding support of loved ones are reflected in the pages of this Ph.D.
dissertation.

When I was just six years old, before the world of formal education had fully
embraced me, I embarked on a memorable journey with my parents to city of Ioan-
nina. My father’s work had brought us there for the summer, and little did I know
that this trip would plant the seeds of a profound aspiration in my young heart.

In the waning days of August, with the impending start of schools, my mother
and I visited a local school to inquire about the opening dates. As we conversed with
the kind teacher, fate presented an unexpected question: “Why not enroll the young
one in our school”? Then, my mother, explained the situation, and we continued
on our way. Yet, a curious thought had taken root within me. As we strolled away
from the school, I turned to my mother, my eyes full of wonder, and asked, “Does
Ioannina have Universities”? To my delight, she replied with a smile, “Yes, it does,
my dear”. In that very moment, I made a bold declaration: “Then I will go to study
in Ioannina”! My mother laughed, charmed by the innocence of my proclamation.
Little did she know, and perhaps neither did I at that tender age, that this dream
of studying in a distant city would eventually blossom into a steadfast passion for
knowledge and a relentless pursuit of understanding the world around me.

As fate would have it, the dream of my six-year-old self found a way to intertwine
with the path of my adulthood. When the time came to take exams to enter the
university, there was no doubt in my heart about what I wanted to study. Physics
had already claimed my curiosity and fascination. Almost accidentally, I found
myself stepping through the doors of the University of Ioannina, and it was then
that my mother gently reminded me of that long-forgotten childhood declaration.

An excited journey awaited me, filled with outstanding classes that unveiled the
wonders of the universe and introduced me to a diverse group of friends who shared
not only their passion for Physics but also formed strong bonds through spirited
late-night conversations fueled by the warmth of tsipouro. Throughout my early
academic years, I knew that I aspired to a career in research, but the precise field
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that would ignite the fire within me remained elusive. That is until I had the fortune
of crossing paths with an extraordinary mentor — Professor E.P. Benis. Under his
guidance, a cascade of events unfurled, leading me ever closer to the realization of
my dream.

Yet, no journey, especially one as profound as this, is without its challenges.
During these pivotal years, life tested my resolve with a series of unhappy events,
which left a void where beloved individuals once stood. Among them, my guiding
light, my beloved mother, whose unwavering support and love had always fueled
my ambitions. Although she might not have fully comprehended the intricacies of
my research, she gave her best self to understand and encourage me. Her memory
remains etched in my mind, a constant reminder of the strength and determination
she instilled in me. In her honor, I took an oath: to continue striving to understand
Physics as deeply as I had longed to explain to her, and to embrace every challenge
that research presented.

Through trials, I found solace and purpose in the world of Physics. The pur-
suit of knowledge, the unraveling of the universe’s mysteries, and the camaraderie
of fellow scholars have sustained me throughout this challenging but immensely re-
warding journey. So, as I pen these words as a testament to my Ph.D. dissertation,
I offer my heartfelt gratitude to all who have supported and inspired me along the
way. May the knowledge unveiled within these pages ignite new inquiries and spark
the same wonder in others that has illuminated my own path.

Let the journey begin.

Stefanos Nanos
Athens, 2023
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Chapter 1

Introduction

1.1 Accelerator-based Physics and Applications

Accelerator-based physics has played a pioneering role in the study of fundamental
processes, unraveling the intricacies of particle interactions and shedding light on
the building blocks of our universe. Beyond its contributions to our understanding
of the cosmos, the development of particle accelerators has led to an array of prac-
tical applications that have profoundly impacted our daily lives. This progress has
extended to diverse fields, showcasing how particle accelerators has transformed into
a source of tangible benefits that enhance the well-being and progress of society as
a whole.

The history of particle accelerators used for experiments can be traced back to
the early 20th century. Linear accelerators, or linacs, were among the first designs.
Linacs accelerate particles in a straight line using alternating electric fields. One of
the earliest linacs was the Cockcroft-Walton accelerator, shown in Fig. 1.1. This type
of accelerator was built in the early 1930s at the University of Cambridge by John
Cockcroft and Ernest Walton, to accomplish the first artificial splitting of the atom
[32]. This accelerator used an electric circuit that generates a high DC voltage from
a low-voltage AC input to accelerate protons, marking a significant step forward in
the field of nuclear physics.

In parallel, in the 1930s, physicist Ernest Lawrence invented the cyclotron, a
circular particle accelerator that uses a magnetic field to bend particle trajecto-
ries and a varying electric field to accelerate particles as they circulate [33]. By
the 1940s, cyclotrons were being used to produce high-energy particles for nuclear
physics research.

The Van de Graaff accelerator, invented by American physicist Robert J. Van de
Graaff in the early 1930s, marked a significant breakthrough in particle acceleration
technology [34]. It utilized an innovative electrostatic generator design, employing
a moving belt to transport electric charges to a high-voltage terminal, creating a
powerful electric field for accelerating charged particles. Initially, capable of reach-
ing energies around 1 MeV, Van de Graaff accelerators quickly found applications in
nuclear physics research during World War II. In the post-war era, they continued
to evolve and found new applications in various scientific and industrial fields. In
response to the demand for greater particle energies, tandem Van de Graaff accelera-
tors were developed in the 1950s [35]. Unlike traditional linear accelerators, tandem
accelerators consist of two or more stages linked together. These stages acceler-
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Figure 1.1: The Cockcroft-Walton accelerator terminal in the Grand Gallery at the
National Museum of Scotland. Taken from [1].

ate charged particles, typically ions, in multiple steps, boosting their energy with
each stage. Tandem Van de Graaff accelerators are particularly effective for pro-
ducing high-energy ion beams for experiments in nuclear structure studies, material
analysis, and atomic physics studies.

As researchers aimed to accelerate particles to even higher energies, the synchro-
cyclotron and synchrotron designs emerged. Synchrocyclotrons, like the Cosmotron
at Brookhaven National Laboratory (1952) [36], shown in Fig. 1.2, combined cy-
clotron and synchrotron principles to achieve higher energies. By the 1950s and
1960s, full synchrotrons were developed, such as the Bevatron at Lawrence Berke-
ley National Laboratory (1954) [37], which could accelerate particles to energies
exceeding those of cyclotrons.

Synchrotrons, with their ability to accelerate particles to relativistic speeds,
paved the way for a new era of particle physics research. These circular accelerators
use strong magnetic fields and radiofrequency cavities to maintain particle orbits
and boost their energy. One of the most famous synchrotron facilities is CERN’s
Proton Synchrotron [38], schematically shown in Fig. 1.3, which played a crucial
role in the discovery of new particles like the W and Z bosons [39]. Synchrotron
facilities have also become vital sources of synchrotron radiation, high-intensity elec-
tromagnetic radiation produced when charged particles are accelerated in a curved
path. These sources provide extremely bright X-rays that have revolutionized var-
ious fields, from materials science to biology. Examples include the SLAC [40] and
the Advanced Photon Source (APS) [41] in the United States, the European XFEL
and the Free-Electron Laser FLASH [42] in Germany, and the European Synchrotron
Radiation Facility (ESRF) in France [43].
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Figure 1.2: The Cosmotron synchrocyclotron of Brookhaven National Laboratory.

Figure 1.3: An underground schematic showing the CERN’s large hadron collider
(LHC) and its four main experiments.
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The synchrotron principle led to the development of storage rings, a type of
particle accelerator used to maintain a continuous stream of charged particles in a
circular path using strong magnetic fields. These particles can be accelerated up to
near-light speeds and then circulated around the ring. The GSI Helmholtz Centre
for Heavy Ion Research, located in Darmstadt, Germany, is renowned for its promi-
nent storage ring facilities [44]. One of its notable achievements is the operation of
the heavy-ion storage ring (SIS), which plays an important role in advancing our
understanding of nuclear structure, atomic physics in the near-relativistic domain,
astrophysics, exotic particles, and fundamental forces.

In the ever-evolving landscape of accelerator-based research, Electron Beam Ion
Sources (EBIS) and Electron Beam Ion Traps (EBIT) represent cutting-edge inno-
vations that have revolutionized our ability to create and manipulate highly charged
ions with precision and control [45]. Both EBIS and EBIT create highly charged ions
by subjecting neutral atoms or ions to an intense electron beam under strong mag-
netic and electric fields. When ions are delivered outside the accelerator tank then
it is called EBIS, while when they are only trapped inside the tank for studying then
it is called EBIT. EBISs are of small dimensions and can accelerate high-Z highly
charged ions up to energies up to hundreds keV/u. Thus, they are suitable for small
laboratories but are also used as input sources for larger accelerators. Of similar use
as EBIS is also the Electron Cyclotron Source (ECR), which uses radiofrequencies
to create the highly charged ions [46].

Concluding our discussion of accelerator technologies, we turn our attention to
laser-based accelerators, which leverage ultra-intense laser pulses [2]. These lasers
generate extremely strong electric fields, exceeding the TV/m scale. Upon inter-
action of the laser beam with a gas medium, the gas is converted into plasma and
triggers the formation of bubble-shaped plasma waves trailing behind the laser pulse.
Inside these plasma bubbles, electric fields on the order of hundreds GV/m accel-
erate electrons from the surrounding plasma to relativistic speeds, akin to surfers
riding sea waves. This process, known as laser wakefield acceleration (LWFA), occurs
within a short distance of just a few millimeters. The LWFA principle is illustrated
in Fig. 1.4.

Figure 1.4: The LWFA principle: An ultra-intense laser pulse races through the
plasma medium at nearly the speed of light, driving electrons towards its rear edge.
This dynamic process gives rise to plasma wakes, capable of trapping background
electrons and accelerating them to relativistic kinetic energies. Taken from [2]

The development of accelerator-based physics has led to numerous practical ap-
plications that extend beyond the study of fundamental processes. Here are several
cases highlighting the importance of accelerator-based physics in our everyday lives.
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Particle accelerators are important to medical facilities, delivering precise radi-
ation beams for cancer treatment. Techniques like proton therapy and carbon ion
therapy use accelerators to target tumors with minimal damage to healthy tissue,
enhancing the effectiveness of cancer treatment [47]. Accelerators are also used
in medical imaging, as seen in positron emission tomography (PET) scans, aiding
disease diagnosis and treatment monitoring [48, 49].

In material science and industry, accelerators generate intense X-ray beams
through synchrotron radiation. This capability enables researchers to analyze mate-
rials at the atomic level, contributing to advancements in industries like electronics,
aerospace, and energy [50]. Accelerators are also used to implant ions into semicon-
ductors, an important step in modern electronics production, enhancing performance
and efficiency [51, 52].

Environmental monitoring benefits from accelerators through techniques like
particle-induced X-ray emission (PIXE) and particle-induced gamma-ray emission
(PIGE). These methods analyze environmental samples for trace elements and pollu-
tants, aiding in pollution control and understanding natural processes [53, 54]. Fur-
thermore, accelerators assist in studying archaeological artifacts. Several techniques
are used to trace the origins of ancient materials, offering insights into historical
trade routes, cultural interactions, and human migrations [55].

Another field where accelerators are used is food safety and preservation by
irradiating food products to sterilize and extend shelf life [56]. This practice reduces
foodborne illnesses, prevents spoilage, and enhances overall food security. Also,
accelerators play an important role in non-destructive testing, providing high-energy
beams that inspect materials without causing damage. This technology ensures
safety and reliability in critical infrastructure such as pipelines, bridges, and aircraft
components. Last but not least, accelerators are integrated into cargo and baggage
inspection systems at transportation hubs. This enhances security by identifying
hidden threats and contraband items, contributing to safer transportation, and thus
to national security [57].

1.2 Accelerator-based Atomic Physics

Energetic ion beams, a cornerstone of atomic physics for the last decades, have
propelled our exploration into the heart of the atomic realm. In the annals of
modern science, accelerators have emerged as invaluable tools, delivering a diverse
array of ion species and charge states, from keV/u protons to exotic projectiles such
as bare uranium with velocities that reach the relativistic regime. Accelerator-based
atomic physics has contributed to our understanding about the atomic structure
and the dynamics involved during energetic ion-atom collisions. To an extent, this
knowledge has found important practical applications in various research areas, such
as thermonuclear fusion, astrophysics, and tumor therapy.

Accelerator-based atomic physics has reached significant milestones that illumi-
nate the intricacies of the atomic world. Ion-atom collisions, have yielded insights
into fundamental processes such as electron capture, excitation, and ionization, as
well as the examination of exotic atoms for precision measurements of fundamental
constants. Among numerous breakthrough studies, a few stand out as windows into
the profound importance of this domain.
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In the early 1960s, a significant development occurred as tandem Van de Graaff
accelerators extended from nuclear to atomic physics studies. This extension allowed
projectile ions to excite atomic states beyond the reach of photon and electron
impact methods. This period marked the start of systematic investigations into auto-
ionization effects, enhancing our understanding of atomic structure and collision
dynamics. Simultaneously, pioneering works led to the discoveries of fundamental
processes, such as the binary encounter and cusp electron peaks, challenging our
understanding and paving the way for the development of sophisticated theories.

Building on early successes, accelerator-based atomic physics has witnessed trans-
formative advancements. Amongst others, focus has been given to collision systems
involving H-like and bare projectiles, such as Xe53+ and Xe54+, considered as prelim-
inary studies towards future experiments with supercritical fields within transient
superheavy quasimolecules [58]. The study of the 1sσ molecular orbital and its evo-
lution in collision systems with significant atomic numbers is central to this pursuit.
This focus on the 1sσ remains persistent since the prediction of its diving into the
Dirac sea for transient supercritical systems with Zsystem = ZProjectile+ZTarget ≥ 173.

Optical atomic clocks, have proven essential in both fundamental scientific stud-
ies and technological innovations. Incorporating highly charged ions into these clocks
offers a novel avenue for precision tests of fundamental physics [59]. The intrinsic
properties of highly charged ions, coupled with their reduced sensitivity to external
electric and magnetic fields, make them ideal candidates for precision measurements
of hyperfine structure, quantum electrodynamics tests, and high-sensitivity searches
for physics beyond the standard model.

While contemporary high-energy physics experiments, like those at CERN, focus
on ion-ion interactions, the exploration of ion-ion collisions within atomic physics
has primarily occurred at low velocities, typically a few keV/u. More recently, atten-
tion has shifted to the intermediate velocity regime, where MeV/u ions collide with
keV/u ions [60]. Advances in accelerator technology have enabled the study of these
collision systems, presenting complex challenges. In this regime, electron processes
like capture, loss, and excitation, reach their maximum probabilities. These studies
not only allow examination of the pure three-body problem involving a bare ion and
a hydrogenic target but also enable step-by-step inclusion of additional electrons.
This approach unveils insights into phenomena like electron-electron interactions
across a wide spectrum of collision systems, enhancing our understanding of these
interactions.

1.3 processes of Electron Capture and Ionization

Electron capture and ionization are amongst the most fundamental atomic processes
inherent in ion-atom/molecule collisions. These processes, governed by complex
dynamics, are difficult to theoretically describe due to the interplay of several factors,
including the atomic numbers of the collision partners, i.e., ZT and Zp for the target
and projectile respectively, the incoming ion charge, q, and the projectile velocity,
Vp. It is worth mentioning that ion-atom collisions are commonly categorized into
three, velocity regimes, characterized by the relative velocity of the projectile to the
classical orbiting velocity of the active electron, ve. These regimes are the adiabatic
or slow regime, where Vp << ve, the intermediate regime, where Vp ≃ ve, and the
high-energy or fast regime, where Vp >> ve [61]. Subsequently, we proceed to a
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discussion related to the processes of electron capture and ionization, which stand
as the primary focus of this thesis.

1.3.1 Charge Transfer Process

In ion-atom collisions, charge transfer processes involve the transfer of an electron
from the target to the projectile, i.e.:

P q+ + T → P (q−1)+∗(nl) + T+ . (1.1)

Cross sections of reaction channels, as those described in Eq. 1.1, are of major
importance in various fields of physics, including Atomic Physics, Astrophysics,
Plasma Physics, and Accelerator Physics. The cross sections for SEC, describing the
probability of capturing an electron during ion-atom collisions, can vary significantly
based on several factors. One factor influencing SEC cross sections is the velocity of
the projectile ion. At high velocities, particularly beyond the intermediate energy
regime, the interaction time between the projectile and the target atom becomes
relatively short. In these cases, one might expect the cross sections for SEC to
decrease as the collision energy increases. This behavior is partially observed and
can be roughly approximated using Schlachter’s universal empirical scaling rule for
SEC [62]. However, the cross sections for charge transfer are intricately influenced by
multiple other factors. These include the atomic number (ZT ) of the target atom, the
atomic number (Zp) of the projectile ion, and the charge state (q) of the incoming
ion. Each of these parameters can significantly impact the SEC cross sections,
making charge transfer a complex and multifaceted phenomenon. Researchers in
the field continue to explore and refine our understanding of these cross sections,
considering these factors and their interplay in various collision scenarios.

In addition to the ZT , Zp, and q factors, it is worth to acknowledge the important
role played by dynamic electron correlation effects in the charge exchange process.
The influence of strong electron correlation effects, which naturally emerge from the
complex multielectronic nature of collision systems, presents a compelling challenge
to our comprehension of the charge exchange process [9, 23]. In the context of this
thesis, we will detail the intricate interplay between these correlation effects and
charge transfer phenomena, shedding light on their complex dynamics.

The process of charge transfer has attracted the attention of the scientific com-
munity for several decades. Originating in the early 1960s investigating proton
collisions with hydrogen molecules, these studies initially aimed to test the scat-
tering theories [63–66]. This initial foray paved the way for broader exploration,
with heavier gas targets coming into play [67]. Notably, during the same period,
experiments showed a distinctive electron energy spectrum resulting from ion im-
pact on neon [68]. This presence of well-defined, sharp structures superimposed on
a continuum background, further supported the idea that ionization in collisions of
heavy particles involves the formation of multi-excited states, subsequently leading
to autoionization.

Employing projectile ions brought about certain advantages, enabling the exci-
tation of states inaccessible via photon or electron impact. This approach coincided
with the introduction of heavier projectiles into the experiments, representing the
next level of sophistication [69–72]. This progress has significantly contributed to
understanding charge exchange processes between multiply charged ions and atoms,
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which was of considerable interest due to their relevance in overcoming the impurity
problem in thermonuclear plasma.

The potential to extract multiple electrons in a single collision has paved the
way for high-resolution Auger spectroscopy of few-electron systems. In the early
1970s, a series of experiments focused on measuring high-resolution Auger electrons
from fast-moving projectiles. During this period, the ejection of projectile Auger
electrons following charge transfer in gas targets captured considerable attention
[73, 74] (and references therein). While electron capture to excited states of highly
ionized atoms had previously been important for studying plasma energy-loss pro-
cesses and diagnostics in fusion-energy programs, such investigations mostly relied
on high-resolution X-ray studies. However, projectile Auger electron spectroscopy
emerged to address two main challenges faced during these earlier studies, i.e., sig-
nificant attenuation of photons leading to substantial reduction in their intensity,
and the relatively feeble radiative decay rate in comparison to the Auger decay rate,
for low Zp ions [75].

Even higher resolution on Auger electron measurements was achieved by ob-
serving electrons at forward angles of a few degrees. This was possible since the
broadening effect stemming from the finite acceptance angle of the analyzer dimin-
ishes as the observation angle decreases, eventually vanishes in first order at zero
degrees. In light of this, zero-degree Auger projectile spectroscopy (ZAPS) emerged
as a valuable tool that captured the scientific community’s attention [74, 76]. In the
subsequent years, ZAPS has demonstrated its instrumental role through numerous
groundbreaking studies in the field.

One of the most important milestones in related studies, is the use of pre-excited
ion beams. In ion accelerators, the extracted ionic beam is typically magnetically
selected for specific charge states and kinetic energies. Yet, this magnetic selec-
tion cannot separate the electronic configurations of particular ionic charge states.
Consequently, mixed-state ionic beams are delivered that extend beyond the ground
state. These additional metastable components offer a unique opportunity to investi-
gate dynamic collision processes within ionic environments already having an initial
K-shell vacancy [77]. The utilization of pre-excited, long-lived states has yielded
success particularly in high-resolution projectile electron spectroscopy studies in-
volving, amongst others, charge transfer investigations. Today, these pre-excited
states continue to serve as an important tool for studying various collision processes,
consistently revealing intriguing phenomena that contribute to our understanding
of complex dynamics occurring during ion-atom collisions [22, 23, 78].

It is worth mentioning that not only experimental efforts, but also significant
theoretical advancements have been made to further expand our understanding [9].
Initially, methods like the classical trajectory Monte Carlo (CTMC) [79] and the clas-
sical overbarrier model (COM) [80] have been employed to address charge transfer
and ionization. CTMC involves a macroscopic classical representation of the sys-
tem, integrating Newton’s equations for electrons numerically. On the other hand,
COM predicts electron capture by equating the potential energy barrier between the
projectile and the target to the Stark shifted ionization energy.

Recently, approaches like the two centre basis generator method (TCBGM) [81]
and the atomic orbital close coupling (AOCC) [82] have gained attention. Both
techniques involve non-perturbative solutions of the time-dependent Schrödinger
equation (TDSE), blending semiclassical descriptions of the collision partners with
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a fully quantum mechanical description for electrons. These methods differ in their
basis states and their applicability to various collision velocity regimes. AOCC, for
instance, treats the initial electron configuration as un-frozen during the collision,
taking into account a set of configurations with all the possible final combinations,
forming the basis states.

It is noteworthy that the computational demand for solving TDSE limits the
number of active electrons involved. Initially, these calculations were typically per-
formed involving up to two active electrons, mainly focusing on the single electron
capture (SEC) process to bare or single-electron projectiles. However, as the field
progressed and the need to describe more complex systems arose, particularly those
involving multi-electron final states with three or more electrons, it prompted the
next level of sophistication in theoretical advancements, driven by the exponential
growth of computer power.

1.3.2 Electron Capture to the Projectile’s Continuum from
Projectile/Target Ionization

Studies of the cross sections for ionization resulting from ion-atom collisions has
remained a persistent challenge, compelling both experimental efforts and the ad-
vancement of theoretical frameworks. This challenge primarily stems from the in-
tricate nature of the reaction channels. In this context, electrons ionized from the
target atom are not only present in the target’s continuum, which becomes the
dominant channel for swift collisions and weak perturbations, but they also popu-
late bound states or even low-energy continuum states of the projectile in cases of
stronger perturbations.

The observation of a wide energy continuum peak, where emitted electron veloc-
ities match the velocity of the projectile, i.e., ve ≃ Vp, marked a new field of research
in atomic physics [83]. This phenomenon was quickly attributed to electrons becom-
ing trapped within low-lying continuum states of the projectile. Depending on the
collision system, these electrons could arise from two competing processes. In the
first case, the active electron is ionized from the target atom and subsequently cap-
tured into the low-lying continuum states of the projectile. This ionization process
may occur with or without the emission of a photon. The former process is termed
electron capture to the continuum (ECC), while the latter is referred to as radia-
tive electron capture to the continuum (RECC). The second case, relevant only to
non-bare projectiles, involves the emitted electron originating from the dressed ion
and being ionized into the projectile’s continuum during the collision with a target
atom. This process is known as electron loss to the continuum (ELC). Both pro-
cesses result in a sharp peak in the electron spectrum measured around the emission
angle of zero-degree with respect to the projectile velocity, and termed “cusp peak”
and the corresponding electrons “cusp electrons”.

Given the complexity of comprehending the concept of an electron being cap-
tured to the projectile’s continuum, rather than to a bound state, a more accessible
understanding can be achieved through the lens of the Coulombic centers framework
[84]. This approach replaces the intricate dynamics of a many-body system with
interactions of the heavy nuclei with the active electron in the final state. In the case
where the final state involves two interactions, i.e., one between the active electron
and the projectile nucleus, and a second between the same electron and the target
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nucleus, a case of two-center electron emission arises.
The ECC process serves as a characteristic example of a two-center phenomenon.

The initial theoretical attempts using the first-order Born approximation, which
describes a single-center collision case, failed to replicate the cusp electron peak
observed in ionization reactions, as shown in Fig. 1.5 for a typical ECC spectrum.
Only when the initial and final wavefunctions were both subjected to distortion due
to the projectile’s Coulombic potential was the cusp feature successfully reproduced.

Figure 1.5: Example of a cusp electron spectrum demonstrating the difference be-
tween the CDW-EIS and B1 approximations. The data refer to electron emission
at 0◦ in collisions of 1.5 MeV F9+ + He taken from [3]: (Red line) the CDW-EIS
approximation calculated with the Ion-Atom/Argon Program and (Green line) B1
calculations taken from [4]. Taken from [5].

To even better visualize this, we could think of it from a classical perspective,
through the framework of the double scattering process introduced by Thomas [85].
Consider a projectile travelling at a velocity of Vp toward a target atom. It has been
demonstrated, as shown in Eq. 1.2, that within a binary collision, the velocity of the
scattered electron from the target aligns with that of the projectile, given a scattering
angle of 60 degrees with respect to the projectile’s trajectory. Subsequently, if this
electron undergoes elastic backscattering within the field of the target nucleus, it
may be scattered following a trajectory nearly parallel to that of the projectile,
thus increasing the probability for capture of the scattered electron into low energy
continuum states of the projectile. The situation is illustrated in Fig. 1.6.

ve = 2Vp cos θe ⇒ ve ≃ Vp , for θe = 60◦ . (1.2)

It is important to note that while the Thomas scattering may not significantly
contribute to ECC, the double scattering process is employed for qualitative discus-
sions. This approach, effectively illustrates the significance of both the target and
projectile nuclei in shaping the cusp electron peak. Moreover, it emphasizes the
extended duration of interaction between the emitted electron and the projectile,
providing valuable insights into the underlying dynamics.
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Figure 1.6: Schematic illustration of the ECC process under the Thomas’s classical
double scattering picture. Taken from [5].

Extensive research has been dedicated on the cusp electron peak, with diverse
collision systems employed in experimental studies. Experiments conducted at tan-
dem Van de Graaff accelerators featuring low-Z projectile ions and collision energies
of a few MeV/u, have facilitated the exploration of contributions from both ECC and
ELC processes to the cusp peak. These studies have been further refined through ap-
proaches considering factors such as the electron solid angle acceptance [86], impact
parameter [87], and target recoil-ion momentum [88]. The emergence of heavy-ion
accelerators has provided the means to delve even deeper into the collision dynam-
ics of these processes [89–92]. This not only challenged the boundaries of existing
theories but also motivated the development of new approximations, including fully
relativistic treatments.

Despite the significant advancements made over the years, there still remaining
several aspects that warrant deeper investigation, even within the non-relativistic
domain. Presently, the most extensively employed theoretical frameworks are the
distorted wave theories [93]. Originally, the concept of a continuum distorted wave
(CDW) emerged as a quantum mechanical representation of a Coulomb wave linked
to the motion of an electron associated with one ion/atom relative to, and simul-
taneously within, the continuum of another ion. This concept initially pertained to
charge transfer phenomena. It was subsequently expanded to encompass the electron
continuum, and later to ionization within ion-atom collisions. Building upon these
developments, the CDW-EIS (eikonal initial state) approximation was introduced,
effectively ensuring the unitarity of the propagating initial state.

In recent times, both experimental and theoretical endeavors persist in unveiling
the intricacies of cusp electrons. In this thesis, we detail our efforts to further
the exploration of cusp electron phenomena within collision systems, marking a
significant step forward by incorporating open-shell projectiles for the first time.

1.4 Dissertation Goals

The goal of this thesis is to systematically study the intricate processes underly-
ing electron capture and ionization in fast ion-atom collisions. In this research, we
employ a recently introduced the double measurement technique to distinguish the
contributions of specific reaction channels originating from both ground and excited
state components of the mixed-state incident beam, which also allows the deter-
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mination of the metastable content important for cross section determinations.. In
pursuit of this objective, we have outlined two primary goals.

Our first primary goal is the investigation of cusp electron production during
collisions of deuterons as well as mixed-state beams with gas targets. Through these
studies, we expose the role played by the target subshells and the configuration of
the incoming projectile during the collision process. Our investigations serve as a
rigorous testing ground for theories based on distorted wave approximations, which
accompany our measurements, thus advancing their models and the understanding
of the underlying processes involved.

Our second primary goal is the systematic study of the SEC process in collisions
of multielectron open-shell ions with atomic targets. For this study we employ KLL
Auger electron spectroscopy, aiming to underscore the significance of strong correla-
tion effects inherent in the SEC process, an area recently highlighted by our research
team. To accomplish this goal, we have adopted a multidisciplinary approach that
combines high-resolution experimental measurements with state-of-the-art 3eAOCC
calculations, a three-active-electron theory. Our intention is to rigorously test and
refine this theoretical framework within the context of our isoelectronic study. Ul-
timately, this goal aims to shed light on the intricate dynamics underlying the SEC
process and contribute to the ever-evolving understanding of electron behavior in
ion-atom collisions.

These two goals are the core objectives of this dissertation, collectively seeking
to expand the knowledge in the field of fast ion-atom collisions. By achieving these
objectives, we aspire to contribute to the scientific community’s understanding of the
fundamental processes governing electron capture and ionization, thereby advancing
both theoretical models and practical applications in this dynamic domain.

1.5 Dissertation Outline

In this section, we present an overview of the structure of this dissertation. Each of
the eight chapters is briefly described to offer a glimpse into their content.

In Chapter 2, we discuss the Zero-degree Auger projectile spectroscopy (ZAPS)
technique. We commence with an exploration of its historical context, highlighting
how ZAPS has emerged as a powerful tool for high-resolution measurements. Subse-
quently, the kinematics of Auger spectroscopy are elucidated, followed by an exam-
ination of broadening effects that can influence the precision of our measurements.
This chapter is complemented by Appendix A, where all the formulas employed in
our analysis are rigorously proven.

In Chapter 3, we present in detail the experimental setup utilized in our research.
We begin by introducing the 5.5 MV tandem Van de Graaff accelerator, followed
by an overview of the atomic physics experimental setup, elucidating the function-
ality and significance of each critical component. Furthermore, we touch upon the
upgrades made to our setup, eventually enabling the incorporation of coincidence
techniques to enhance the capabilities of our future research endeavors.

In Chapter 4, we discuss the intricacies of data analysis. There, we elucidate the
step-by-step process by which raw data are analysed to derive absolute double dif-
ferential cross-section (DDCS) spectra. We detail the energy calibration process and
the DDCS formula, providing insight into all the parameters involved. Additionally,
we discuss the effective solid angle correction factor, which plays an important role
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in accounting for long-lived states. Moreover, we explore the determination of the
metastable beam fraction through our double measurement technique. Finally, the
chapter ends by explaining how single differential cross-sections (SDCS), which are
integral to our studies, are determined.

In Chapter 5, we introduce SIMION, a software package used for the study of
electrostatic fields and the orbits of charged particles within these fields. We present
how SIMION can be harnessed as an analysis and diagnostic tool in our research.
Specifically, we discuss its application in determining Auger electron yields and
validating the process of recording overlapping electron spectra. Furthermore, we
explore how SIMION serves as a robust approach for detailed studies, including
the determination of the effective solid angle correction factor through Monte Carlo
simulations.

In Chapter 6, we present the details and findings of our cusp electron stud-
ies. Starting with an introduction about the background and motivation for this
research, we continue by discussing the distorted wave theories employed in our
investigations. Subsequently, we present our cusp electron studies, starting with
bare projectiles and multielectronic targets. There, we elucidate the significant role
of target subshells in the formation of the cusp electron peak. We then proceed
to discuss cusp electron studies utilizing dressed projectiles, where we isolate the
cusp electron peak originating from collisions of pre-excited projectiles, 1s2s, with
He targets at a DDCS level, highlighting the importance of incoming configuration
during cusp electron formation. Furthermore, we explore studies involving Be-like
projectiles, and conclude this chapter by examining a small peak evident in the
low-energy wing of the cusp electron peak. Through systematic investigations using
multiple projectiles and target species, we aim to shed light on the nature of this
new finding, proposing a novel electron-correlated process, i.e., electron loss to the
continuum with simultaneous target ionization.

In Chapter 7, we present the details and findings of the isoelectronic study of
the SEC process in collisions of multielectron open-shell ions with atomic targets.
We place significant emphasis on the ratio Rm, of the 4P peak to the two 2P±
peaks, which provides important insights into spin statistics and collision dynamics
of the SEC process. The chapter starts with an introduction providing background
and motivation. We then present the 3eAOCC theory, a state-of-the-art approach
involving three active electrons, which is critically compared to our measurements.
We proceed to present our results for collision systems involving He-like oxygen and
boron projectiles. For oxygen, a detailed study involving measurements at various
collision energies enables us to also present SDCS contributions for collisions of
O6+ (1s2s) and O6+ (1s2) with He. Finally, we conclude this chapter with a detailed
discussion that highlights the role of the 2P± states, demonstrating the presence of
strong electron correlation effects in the SEC process during fast ion-atom collisions.

In Chapter 8, we propose a new method for the determination of the ion beam
energy width using KLL Auger electron spectroscopy. Our in situ method allows
for the convolution of the ion beam energy width within the Auger electron spectra,
eliminating the need for additional measurements. Furthermore, it offers the flexi-
bility to vary parameters such as the stripping location and accelerator settings for
each experiment, enabling accurate determination of the energy width under specific
conditions.

In Chapter 9, we present a summary of all the results and findings presented
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throughout this dissertation. Additionally, we explore the future prospects of the
Atomic Physics setup operating at the INPP of NCSR “Demokritos”, highlighting
its potential for further advancements and applications in the field of fast ion-atom
collisions.
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Chapter 2

Zero-Degree Auger Projectile
Spectroscopy (ZAPS)

2.1 Background and Context

Auger electron spectroscopy has proven a valuable tool in studying inner-shell va-
cancy production in energetic ion-atom collisions. Auger spectroscopy has exten-
sively utilized light projectiles, such as protons and helium ions, which induce min-
imal perturbation to the outer shells of the atom. Consequently, the Auger spectra
obtained from these collisions are predominantly characterized by singly ionized sys-
tems [11, 94]. However, as the nuclear charge of the projectiles increases, additional
outer-shell ionization becomes significantly enhanced. This phenomenon becomes
more pronounced with heavy projectiles, where almost all outer-shell electrons are
ionized under single collision conditions. Thus, Auger states of few-electron systems
become predominantly excited, leading to complex Auger spectra with numerous
satellite lines, difficult to analyze due to significant line blending [95].

An alternative approach widely known as Auger electron projectile spectroscopy
offers distinct advantages when studying energetic ion-atom collisions [74]. By
preparing highly ionized ion beams in a pure charge state before the collision process,
light target atoms can be used as projectile inner-shell exciters, minimizing addi-
tional outer-shell ionization or excitation. This approach enables the preservation of
the outer-shell electronic configurations of the incident ions during the production of
inner vacancies. Consequently, Auger states of various charge states can be studied
individually by varying the incident ionic charge state. This technique holds signifi-
cant potential for in-depth investigations into Auger processes in ion-atom collisions
(see [96] and references therein).

Furthermore, the technique known as zero-degree Auger projectile spectroscopy
(ZAPS) offers a solution to mitigate the kinematic line-broadening effects by ob-
serving the Auger electrons emitted at zero degrees with respect to the projectile
trajectory [76]. This technique has emerged as a valuable tool for enhancing the reso-
lution in Auger spectroscopy, making it particularly advantageous for state-selective
double differential cross section studies. Subsequently, ZAPS enables us to obtain
precise and detailed insights into the electronic structure of atoms and molecules,
and gain valuable knowledge regarding various production mechanisms of complex
systems.

An illustrative example highlighting the enhanced resolution at zero-degree ob-
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servation angle is depicted in Fig. 2.1. The spectra exhibit Auger electron emission
resulting from 60 keV C6+ + He collisions for three different observation angles [6].
Each peak corresponds to the decay of Auger states associated with a configuration
2lnl′, where n ranges from 3 to 6, produced by double electron capture. It is evident
that as the observation angle increases, the kinematic broadening becomes more
pronounced, thereby imposing limitations to the resolution of the Auger spectrum.
It should be noted that this kinematic broadening becomes much more severe at the
higher energies studied in this thesis.

Figure 2.1: Auger electron emission spectra obtained in collisions of 60 keV C6+ + He
for three different observation angles: [top] θ = 0◦; [middle] θ = 40◦; [bottom]
θ = 90◦. Each peak corresponds to the decay of Auger states associated with the
configuration 2lnl′, where n = 3− 6. Taken from [6].

Beyond its application in Auger electron projectile spectroscopy, ZAPS tech-
nique finds additional utility in two-center electron emission (TCEE) studies [84].
TCEE phenomena gain significance when the outgoing electron experiences the com-
bined influence of both target and projectile nuclei fields. At zero-degree emission
angle, TCEE processes are particularly pronounced, with a characteristic example
being the production of cusp electrons resulting from electron capture or loss to the
continuum (i.e., ECC and ELC processes). By employing ZAPS, the most sensi-
tive characteristics of cusp electrons can be exposed unraveling, among others, the
intricate interplay between the target and projectile fields [21].

The pioneering implementation of the ZAPS spectrometer can be credited to
A. Itoh and N. Stolterfoht who introduced it in 1983. They employed a tandem
configuration consisting of two consecutive 90-degree parallel plate analyzers (PPA)
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with a deceleration stage composed of two parallel grids between the two PPAs.
[96, 97]. The ZAPS technique quickly gained recognition and sparked interest among
researchers worldwide. The extensive body of work generated during this era show-
cases the versatility and significance of the ZAPS technique in various scientific
investigations. For more details and notable studies conducted during this time,
readers are encouraged to refer to the cited references [3, 98–108].

The experimental studies conducted in this work utilized the ZAPS technique.
The ZAPS experimental setup, located at the tandem van de Graaff accelerator
laboratory of the Institute of Nuclear and Particle Physics (INPP) of the National
Center for Scientific Research (NCSR) “Demokritos”, was employed for these ex-
periments. This setup, which is extensively described in Chapter 3, was initially
developed at the J.R. Macdonald laboratory of Kansas State University [109–111],
and since 2014 transferred to “Demokritos”, initiating atomic physics studies using
energetic ion-atom collisions.

The ZAPS setup at the INPP of NCSR “Demokritos” is a unique, state-of-the-
art, experimental station worldwide. It offers significantly improved efficiency com-
pared to the more traditional tandem PPA spectrometer, with approximately two
orders of magnitude higher efficiency [111]. This enhanced efficiency enables ac-
curate measurements of double differential cross sections (DDCS) of fundamental
processes such as single electron capture (SEC), excitation, transfer and excitation
(TE), electron capture to the continuum (ECC) and electron loss to the continuum
(ELC), of interest in this dissertation. These DDCSs provide stringent tests for
atomic collision theories and related modeling. Furthermore, our ZAPS setup has
recently undergone upgrades, enhancing its capabilities and expanding its arsenal
for future research studies.

2.2 Kinematics of Auger Spectroscopy

Auger electrons emitted by scattered projectiles experience kinematic influences that
can complicate their analysis. However, in the case of energetic collisions studied
in this dissertation, where the projectile ions are scattered at very small angles
(∼mrads) due to their high energy (a few MeV/u), the effects on energy loss and
projectile electron trajectories are negligible. Consequently, for simplicity, it is safe
to assume a scattering angle of zero degrees for swift collisions. Under this assump-
tion, a straightforward model based on vector addition of velocities is adequate for
determining the transformation from the projectile frame to the laboratory frame
and addressing related kinematic effects, without considering ion-recoil effects.

In the laboratory frame, the velocity v of the Auger electron is obtained by
adding the projectile velocity Vp to the velocity v′ of the electron in the projectile
rest frame, as illustrated in Fig. 2.2 (primed symbols are reserved for the projectile
rest frame). The kinetic energy ϵ of the electron in the laboratory frame can then
be related to its corresponding rest frame kinetic energy ϵ′ as:

ϵ = ϵ′ + tp + 2
√

ϵ′tp cos θ
′ (2.1)

or equivalently
ϵ′ = ϵ+ tp − 2

√
ϵtp cos θ (2.2)
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Figure 2.2: Velocity addition diagram showing the projectile velocity Vp, the elec-
tron velocity in the laboratory frame v and the electron velocity in the projectile
rest frame v′. The case is depicted for emitter velocity larger than the electron
velocity Vp > v′ (left) and for emitter velocity smaller than the electron velocity
Vp < v′ (right). Transformation of the electron velocity from the projectile to the
laboratory frame, and vice versa, becomes according to the vector addition rule as
v = v′ +Vp.

where
tp =

1

2
mV 2

p =
m

M
Ep = 548.58

Ep(MeV)

M(u)
(eV) (2.3)

is the reduced projectile energy known also as the cusp energy. Ep is the kinetic
energy of the projectile in MeV and M the projectile’s mass in atomic mass units
(u), while m is the electron mass.

To facilitate a systematic examination of the kinematic transformation proper-
ties of the experimentally measurable quantities, it is advantageous to employ the
universal dimensionless parameter ζ [76]:

ζ ≡
√

tp
ϵ′

=
Vp

v′
. (2.4)

Furthermore, it proves beneficial to establish the connection between energies in
the rest and the laboratory frames by formulating a function that incorporates the
laboratory observation angle θ and the introduced ζ parameter [76]:

ϵ±(θ) = ϵ′
(
ζ cos θ ±

√
1− ζ2 sin2 θ

)2 (
ζ > 1, 0◦ ≤ θ ≤ arcsin

1

ζ

)
, (2.5)

ϵ(θ) = ϵ+(θ) (ζ ≤ 1, 0◦ ≤ θ ≤ 180◦) . (2.6)

It is worth noting that in the case of fast emitters (ζ > 1), there exists a maximum
attainable observation angle θmax as illustrated in Fig. 2.2. This comes naturally
from the fact that the expression under the square root in Eq. 2.5 should be greater
than or equal to zero. This limitation poses a critical constraint on non-zero degree
Auger projectile spectroscopy, as it necessitates specific electron energies to corre-
spond to distinct maximum detection angles, thereby imposing a lower limit on the
range of accessible electron energies for the spectrometer. However, in the case of
ZAPS, the entire range of projectile electron energies remains accessible. This rep-
resents one of the most significant advantages of measuring electron spectra at zero
degrees. Eqs. 2.5, 2.6 are reduced for zero-degree observation to
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ϵ+(θ = 0◦) = ϵ′(1 + ζ)2 = (
√
ϵ′ +

√
tp)

2 (All ζ, θ′ = 0◦), (2.7)

ϵ−(θ = 0◦) = ϵ′(1− ζ)2 = (
√
ϵ′ −

√
tp)

2 (ζ > 1, θ′ = 180◦). (2.8)

It is important to highlight that for fast emitters there are two distinct solutions,
as it is indicated in Eqs. 2.7, 2.8. This aspect is also depicted in the vector diagram
presented in Fig. 2.2, illustrating the presence of two possible outcomes. In detail,
Eqs. 2.7 and 2.8 represent the solution for forward (θ′ = 0◦) and backward (θ′ = 180◦)
emission from the ion, respectively.

2.3 Kinematic Transformation Effects

The analysis presented in Section 2.2 depicts the presence of several kinematic effects
that can significantly affect the position, energy width, and intensity of an Auger
line. A comprehensive examination of these effects has been extensively discussed
in [8, 9, 74, 76]. However, a brief discussion will be given here for completeness
purposes. The equations used in the previous analysis, as well as those presented in
the following, can be found in Appendix A, where their proofs are detailed.

2.3.1 Doubling

The above analysis has shown the presence of two distinct solutions for the labo-
ratory electron energy ϵ, resulting in two peaks in the laboratory frame that corre-
spond to the same Auger energy. This phenomenon, is further discussed in Chap-
ter 6. There, it is demonstrated that the Auger peaks, originating from the inelastic
scattering of quasi-free target electrons by ions, exhibit a symmetrical distribution
around the cusp peak. This symmetry is in accordance to Eqs. 2.7, 2.8.

2.3.2 Shifting

Eqs. 2.7, 2.8 depict that an electron emitted with energy ϵ′ in the projectile rest
frame, will be observed in the laboratory frame at an energy ϵ. In the case of
forward electron emission (θ′ = 0◦), the resulting laboratory energy ϵ is larger than
ϵ′. Backward electron emission (θ′ = 180◦) can yield laboratory energy values that
are either larger or smaller than ϵ′, depending on the value of ζ. The ability to
detect an Auger line at an energy larger than its rest frame value holds significant
importance in ZAPS, as it allows for the easier detection of low-energy electrons
(ϵ′ < 10 eV), since it shifts their energies to much higher values more accessible to
electrostatic spectrometers and less influenced by the Earth’s magnetic field..

2.3.3 Stretching

The energy width ∆ϵ of an Auger line detected in the laboratory frame exhibits
variations compared to the corresponding width ∆ϵ′ in the projectile frame, e.g.,
the natural line width of the Auger line. Upon differentiating Eqs. 2.7, 2.8 with
respect to ϵ′, the following expression is obtained:
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∆ϵ

∆ϵ′
≃ dϵ

dϵ′
⇒


∆ϵ
∆ϵ′

∣∣∣
+
= 1 + ζ (All ζ, θ′ = 0◦, θ = 0◦)

∆ϵ
∆ϵ′

∣∣∣
−
= |1− ζ| (ζ > 1, θ′ = 180◦, θ = 0◦)

(2.9)

Eq. 2.9 clearly demonstrates that, in the case of forward electron emission (θ′ =
0◦), line stretching occurs, while for backward electron emission (θ′ = 180◦), line
stretching or compression is observed, depending on the value of ζ. It is significant to
emphasize that the spectral stretching does not increase the overlap between closely
neighboring Auger lines. As a result, intrinsic structures within the spectrum remain
unaffected. However, it is worth noting that the energy resolution ∆ϵ/ϵ experiences
changes, as evident from Eq. 2.10:

∆ϵ

ϵ
=

√
ϵ′

ϵ

∆ϵ′

ϵ′
(2.10)

2.3.4 Angular Compression

Electrons emitted in the projectile rest frame undergo an angular compression when
observed in the laboratory frame, leading to their detection within a narrower solid
angle. This phenomenon is particularly pronounced for forward emission (θ′ = 0◦),
while for backward emission (θ′ = 180◦), it occurs only when ζ > 2. This behavior is
mathematically described by the following equation, while the underlying geometric
explanation is illustrated in Fig. 2.3.

∆Ω

∆Ω′ ≃
dΩ

dΩ′ ⇒


∆Ω
∆Ω

∣∣∣
+
= 1

(1+ζ)2
(All ζ, θ′ = 0◦, θ = 0◦)

∆Ω
∆Ω

∣∣∣
−
= 1

(1−ζ)2
(ζ > 1, θ′ = 180◦, θ = 0◦)

(2.11)

Figure 2.3: Angular compression of electrons emitted from fast emitters.

2.3.5 Enhancement

The measured height of an Auger peak in the laboratory frame deviates from its
height in the projectile rest frame. This effect can be comprehended through the
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transformation of the DDCS from the projectile to the laboratory frame at zero
degrees, as:

d2σ

dΩdϵ
=

√
ϵ′

ϵ

d2σ

dΩ′dϵ′
⇒


d2σ
dΩdϵ

∣∣∣
+
= (1 + ζ) d2σ

dΩ′dϵ′
(All ζ, θ′ = 0◦, θ = 0◦)

d2σ
dΩdϵ

∣∣∣
−
= |1− ζ| d2σ

dΩ′dϵ′
(ζ > 1, θ′ = 180◦, θ = 0◦)

(2.12)

For forward emission (+ solution for all ζ values) and backward emission (- solution
and ζ > 2), an amplification of the peak heights in the laboratory frame is observed.
Conversely, for backward emission (- solution and 1 < ζ < 2), a reduction in the
laboratory peak heights is observed.

2.4 Line Broadening Effects

According to Eqs. 2.5, 2.6, electrons emitted in the projectile rest frame with the
same velocity will be detected in the laboratory frame with different velocities,
depending on the observation angle θ. Consequently, two electrons with identical
energies in the projectile frame but emitted at different angles θ′1 and θ′2, they will be
observed in the laboratory frame with distinct energies ϵ1(θ1) and ϵ2(θ2), respectively.
In the case where the emission angles correspond to the angular width ∆θ of the
spectrometer’s acceptance angle (∆θ = θ2 − θ1), the observed energy difference ∆E
can be expressed as ∆E = ϵ2(θ2)− ϵ1(θ1). This is illustrated in Fig. 2.4, where it is
graphically shown that zero-degree observation angle (θ = 0◦) significantly reduces
the observed energy width ∆E.

Figure 2.4: Geometrical interpretation of the broadening effect due to the observa-
tion angle θ.

The phenomenon of broadening can be comprehended mathematically by con-
sidering the uncertainties associated with two variables: the laboratory observation
angle θ and the cusp energy tp. The broadening caused by the observation angle θ
can be accurately calculated for each experimental configuration, as it is determined
geometrically by the size of the effective spectrometer acceptance aperture and the
distance between this aperture and the target. While a straightforward calculation
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of broadening can be performed for any spectrometer, employing an algebraic ap-
proach offers deeper insights. For that, one can employ a Taylor series expansion of
Eq. 2.5 in powers of ∆θ as [76]:

∆Bθ ≃

∣∣∣∣∣∑
n

∂nϵ(θ)

∂θn
(∆θ)n

n!

∣∣∣∣∣ ≡
∣∣∣∣∣∑

n

∆B
(n)
θ

∣∣∣∣∣ (2.13)

Upon closer examination, it becomes evident that the first term of the expansion
series in Eq. 2.13 is directly proportional to sin θ. As a consequence, when the obser-
vation angle is at zero degrees (θ = 0◦), this term vanishes. To an extent, the second
order term coefficient, shown in Eq. 2.14, is negligible for high energy electrons, e.g.,
for KLL Auger electrons [8]. Thus, the broadening effect is significantly reduced
under these conditions.

∆B
(2)
θ =


ϵ′(1± ζ)2ζ

(
∆θ
2

)2
(All ζ, θ′ = 0◦, θ = 0◦)

ϵ′(1− ζ)2ζ
(
∆θ
2

)2
(ζ > 1, θ′ = 180◦, θ = 0◦)

(2.14)

The line broadening attributed to the beam energy width can be realized when
expanding Eq. 2.2 in a Taylor series, as:

∆Btp ≃

∣∣∣∣∣∑
n

∂nϵ(tp)

∂tnp

(∆tp)
n

n!

∣∣∣∣∣ ≡
∣∣∣∣∣∑

n

∆B
(n)
tp

∣∣∣∣∣ (2.15)

Notably, for a zero-degree observation angle, the first-order coefficient can be ex-
pressed as:

∆B
(1)
tp =


(
1 + 1

ζ

)
∆tp (All ζ, θ′ = 0◦, θ = 0◦)

∣∣∣1− 1
ζ

∣∣∣∆tp (ζ > 1, θ′ = 180◦, θ = 0◦)

(2.16)

The line broadening observed in high-resolution Auger projectile spectroscopy
provides valuable information about the beam energy uncertainty, which is the factor
that most significantly contributes to the broadening effect. To gain a better insight,
let us visualize this with an example. The angular broadening, determined for
an ion beam energy of 1 MeV/u (equivalent to 548.58 eV according to Eq. 2.3)
in conjunction with a typical Auger energy of ϵ′ = 430 eV, leads to a minimal
contribution to the broadening of the Auger peak. According to Eq. 2.14, the
broadening effect is calculated using the minus sign, since ϵ′ < tp. The estimated

contribution is only ∆B
(2)
θ

ϵ′
≃ 3×10−3%. The estimated contribution is approximately

two orders of magnitude smaller than the broadening caused by the beam energy
width. This highlights the potential of Auger spectroscopy as an accurate method
for ion beam diagnostics [16], a topic that will be further discussed in Section 8.
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Chapter 3

Experimental Setup

3.1 The 5.5 MV tandem Van de Graaff accelerator
facility

The experiments were conducted at the 5.5 MV tandem Van de Graaff accelerator fa-
cility [7], located at NCSR “Demokritos” in Athens. It hosts the only ion accelerator
operating in Greece (see Fig. 3.1), mainly used for nuclear physics experiments. A
CAD (computer-aided design) view of the main accelerator components and beam-
lines is shown in Fig. 3.2. The low- and high-energy parts of the accelerator are
marked with “LE” and “HE”, respectively.

Figure 3.1: Panoramic view of the 5.5 MV tandem Van de Graaff accelerator facility
located at NCSR “Demokritos”.

Recently the tandem Van de Graaff accelerator was upgraded under the CAL-
IBRA program (Cluster of Accelerator Laboratories for Ion-Beam Research and
Applications). The upgrade included, amongst others (see Ref. [7] for details):

• Replacement of the existing belt at the tank’s terminal with a triple pelletron
chain.

• Installation of a new terminal potential stabilization system (TPS) at the
high-voltage terminal.

• Replacement of the stripping system with a new one.

• Replacement of the ion sources with a TORVIS (H− and He− injection) and
a SNICS II sputter (negative ions including species of higher atomic number)
ion source.

• Replacement of the old vacuum system (oil diffusion pumps and controllers)
with a new one (turbomolecular pumps).
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Figure 3.2: CAD view of the TANDEM accelerator facility. (1) Electronics faraday
cage. (2) Duoplasmatron ion source. (3) Sputter ion source. (4) 30◦ inflector
magnet. (5) Tank hosting the generator (terminal). (6) 90◦ Analyzing magnet. (7)
Post-stripper. (8) Switching magnet. (9 - 15) Experimental beamlines. (16) PAPAP
accelerator. Taken from Ref. [7].

Note that both the old system (mostly) and the upgraded one were used for the
experiments of this dissertation.

The number of electrons the projectile caries during the collision process plays a
crucial role in atomic collision experiments since it determines the initial/final atomic
states and the underlying processes to be studied. The production of charged ions
in tandem Van de Graaff accelerators is typically attainable by passing the initially
negatively charged ion beam through a gas or thin foil medium, termed stripper,
located inside the terminal (terminal stripper). Upon collision with the stripping
medium, several electrons are removed from the ion, resulting in a distribution of
positively charged ions, further boosted in energy in the second stage of accelera-
tion. The kinetic energy of the positively charged ions upon exiting the accelerator
terminal is given by

E = (q + 1)V , (3.1)

where q corresponds to the charge state of the ion, and V is the maximum voltage
of the accelerator. Depending on the medium, gas or foil, the stripping process is
known as gas terminal stripping (GTS) or foil terminal stripping (FTS), respectively.

The charge states obtained from the stripping process follow Gaussian-like dis-
tributions, with the maximum value and width depending on factors such as the
initial charge state, the stripping energy, and the stripping medium. Higher charge
states, located towards the high end of the distribution, can be achieved by applying
a second stripping process known as post-stripping. This additional process takes
place between the analyzing and the switching magnets of the accelerator (see #7
in Fig. 3.2). It results in a new charge state distribution shifted to higher charge
state values compared to the initial one, since the stripping occurs at a much higher
energy after acceleration of the ion beam. The post-stripping process is then termed
as gas post-stripping (GPS) or foil post-stripping (FPS), depending on the medium
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used [112].
For experimental design purposes, it is essential to estimate the ion beam current

at a specific charge state and energy. Several software packages have been developed
based on semiempirical models and approaches to accurately estimate charge state
distributions. An example of such software extensively used in this work is the
TARDIS program, which is detailed in Appendix B. Ion beam current estimations
can be obtained by varying the incoming charge state, the stripping energy, the
stripping medium, and the stripping location. These parameters play a crucial role
in determining the ion beam current and are valuable for planning and conducting
experiments.

3.2 The Atomic Physics Installation

Since the transfer of the ZAPS setup to “Demokritos”, a dedicated beamline for
atomic physics studies was assigned at the tandem Van de Graaff accelerator fa-
cility. The establishment of the ZAPS setup in “Demokritos” initiated the field of
atomic physics with accelerators in Greece [10, 76]. The installation received sub-
stantial financial support by the Greek Ministry of Education program “Thales”,
under the APAPES project (Atomic physics with accelerators: Projectile electron
spectroscopy), securing its smooth development and operation. Further funding was
given via the “CALIBRA” project of the “Large-Scale Research Infrastructure for the
Greek Roadmap of Research Infrastructures” program, which substantially helped
in the full development of the installation and the financial support of the Master
and PhD students involved in the project. Recently, the atomic physics installation
has been upgraded to include coincidences techniques for ion-atom and ion-molecule
collisions, detailed in Section 3.3, receiving support form the IKYDA 2020 program,
which promotes scientific cooperation between Greece and Germany.

The beamline is located at 45◦ downstream of the switching magnet in the "Red"
Target Room (#14 in Fig. 3.2). A picture of the initial installation, encompassing
the ZAPS setup, is shown in Fig. 3.3. The main parts of the ZAPS setup are the
target gas cell and the hemispherical deflector analyzer (HDA) spectrograph. During
the collision process, when the projectile ion beam interacts with the target atoms
in the gas cell, electrons are produced either from the target or the projectile. The
electrons emitted at zero-degree with respect to the ion beam are focused by the
lens at the entry of the HDA, energy analyzed inside the HDA and recorded at the
imaging detector. The projectile traverses the spectrometer in a straight line due to
its higher energy, ending in a Faraday cup where the beam current is collected and
measured for calibration purposes [113, 114].

Below, we present a description of the beamline components, instrumentation,
and their operational principles. A detailed guide on the beamtime preparation and
the data acquisition process can be found in Appendix C.

3.2.1 The Beamline

The beamline has a comprehensive arrangement designed to facilitate the precise
delivery of the ion beam from its entrance point to the final collection at the last
Faraday cup (FC2). The sequence begins with the 4-jaw slits, known as the upstream
slits, positioned to ensure the appropriate collimation of the ion beam. Following

25



Figure 3.3: The Atomic Physics beamline operating at the tandem Van de Graaff
accelerator of “Demokritos”.

these slits, a quadrupole magnet is placed to focus the ion beam at the target area.
Beyond this, there is a pair of XY electromagnetic steerers, for a fine-tuning of the
ion beam trajectory. In front of the gas cell (GC) there is another set of 4-jaw slits,
referred to as the downstream slits, which define the ion beam propagation axis and
further reduces the beam’s cross section to a minimum of 1×1 mm2. The separation
between the upstream and downstream slits is about 4.5 meters. Typical slit sizes
used during the experiments are given in Table 3.1.

Table 3.1: Typical slit values. The first and second value correspond to the vertical
and the horizontal axes, respectively.

Slit Dimension (mm2)

Upstream 4.0-6.0×4.0-8.0

Downstream 1.5-2.5×1.5-2.5

It is worth mentioning that the upstream slits are intentionally set wider than
the downstream slits, due to their proximity to the switching magnet. The vertical
slit dimension is larger than the horizontal one due to the focusing properties of
the switching magnet. The downstream slit sizes are usually marginally smaller
than the gas cell apertures to prevent any direct beam impact on the gas cell,
thereby minimizing secondary electron production and reducing background signal
in the spectra. During setup for optimal ion path, larger slit sizes are employed
to maximize the current, while smaller sizes are chosen for use during the actual
experiment.

A very helpful instrument of the beamline is the beam profile monitor (BPM),
which provides real-time monitoring of the beam’s shape and position in both the
X and Y coordinates. The setup also includes two Faraday cups, one positioned
before the gas cell and the other at the endpoint of the beamline. The Faraday cup
upstream (FC1) is used in combination with the BPM for maximizing the beam
current and fine-tuning the ion beam path. The downstream Faraday cup (FC2),
serves also as a beam diagnostic tool, confirming the passage of the ionic beam
through the gas cell, where the collisions take place. The current measured at
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FC2 is used for normalization purposes in the data analysis presented below. The
ion beam intensities achieved during the measurements were typically in the range
between 0.1 to 20 nA on target.

Lastly, an isolation valve is located in front of the gas cell for isolating the HDA
and the gas cell from the rest of the beamline. This valve is notably useful during
gas cell loading, effectively preventing contamination of the tandem beamline and
maintaining optimal vacuum pressures throughout the process.

3.2.2 The Gas Cell

Maintenance of the beamline pressure at low values, even with a fully loaded target
gas cell (up to 40 mTorr for H2), is crucial for safe operation of the spectrograph
and for obtaining high-quality, low-background electron spectra. Thus, the gas
cell is doubly differentially pumped, to avoid significant gas contamination of the
beamline. More specifically, the gas cell consists of two concentric cells: an inner cell,
where the gas target is loaded, and an outer cell encompassing the inner one and
straightforwardly being connected with an 80 l/s turbomolecular pump as shown
in Fig. 3.4. A stainless steel ISO-160 6-way cross hosts the doubly differentially
pumped gas cell, which is supported by an XYZ translation stage [112] for alignment
purposes. The 6-way cross is pumped by a 500 l/s turbomolecular pump. Specifics
on the dimensions of the gas cell are given in Table 3.2.

Figure 3.4: CAD view of the doubly differentially pumped gas cell.

The inner cell of the system can be voltage biased. Applying a voltage to the
inner cell can be helpful for various tests and troubleshooting since the kinetic energy
of the electrons generated inside it can be varied. Thus, the electrons generated
outside the gas cell can be distinguished from the electrons originating from the gas
cell area [115]. Note that in case of biasing, the gas cell acts as a lens since the outer
cell is grounded. Thus, this voltage biasing technique is not appropriate for cross
section measurements.
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Table 3.2: Specifics of the gas cell system.

Part Dimension (mm)

Apertures diameter 2.5

Inner cell diameter 25

Outer cell diameter 63

Inner cell length 49.8

Outer cell length 140

3.2.3 The Spectrograph

The spectrograph consists of a paracentric hemispherical deflector analyzer (HDA)
equipped with a 4-element focusing/deceleration entry lens as well as a 2-dimensional
position sensitive detector (2D-PSD). The 2D-PSD consists of a chevron style mul-
tichannel plates (MCP) with a diameter of 40 mm and a resistive anode encoder
(RAE) [109, 116]. A schematic view of the HDA is shown in Fig. 3.5.

Figure 3.5: Schematic view of the paracentric HDA. Notation of the various voltages,
HDA’s shell radii, and asymmetric entrance position is included.

The term paracentric derives from the fact that the entrance aperture R0 is op-
timized to have an offset from the central position R0 ̸= (R1+R2)/2, where R1 and
R2 are the radii of the inner and outer shell of the HDA, respectively. The advantage
of this arrangement is the improved electron energy resolution, as opposed to con-
ventional HDAs with central entry [117–120]. The 4-element focusing/deceleration
entry lens acts as a virtual slit focusing the incoming electrons at the HDA entry,
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thus the term focusing, improving the energy resolution. The term deceleration
comes from the fact that further improvement of the energy resolution is possible,
as low as 0.15%, by decelerating the electrons just before entry to the HDA itself.
The HDA and the entry lens are made of aluminum and their inner surfaces are
soot-coated to reduce secondary electron emission [121]. Also, a µ-metal shield sur-
rounds the whole spectrometer and gas cell chambers, thus isolating the detection
area from the earth’s magnetic field [122].

Figure 3.6: Schematic diagram of the paracentric HDA geometry and related nota-
tion. Taken from [8].

The HDA has been extensively studied in the literature [109, 116, 118, 123–126].
From the analysis of the general trajectory equation for an ideal HDA, the voltages
of the inner and outer hemispheres must satisfy the following equation for a central
electron trajectory of energy W [127]:

qVRi
=

W

F

{
F − γ

(
R0

Rπ

)[
R0 +Rπ

Ri

− 1

]}
(i = 1, 2) , (3.2)

where q = −|e| is the electron charge, F = w/W is the deceleration factor, W is
the tuning energy of the HDA, which is equal to the energy of the central electron
trajectory, and w is the pass energy, which is equal to the energy of the decelerated
central electron trajectory. R0 and Rπ are the entry and exit radii, respectively. The
parameter γ sets the value of the potential at the paracentric entry, V (R0), and it
is defined as [117, 128]

γ ≡ 1− qV (R0)

w
(3.3)

The deceleration factor F sets the voltage value of the plate electrode Vp as given
by Eq. 3.4.

Vp = w −W = W

(
1

F
− 1

)
≤ 0 . (3.4)
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The base energy resolution RB (i.e., 2× FWHM), for the ideal HDA is determined
by the following formula:

RB ≡ ∆EB

w
=

∆r0 +∆rπ
Dγ

+ α∗2
max . (3.5)

The parameter α∗2
max is the maximum angle of incidence at the HDA entry. The

parameter ∆r0 is the diameter of the HDA entry aperture. The diameter of the HDA
entry is 6 mm, however, in experimental conditions it is smaller (virtual aperture)
due the focusing of the lens of the spectrograph. The parameter ∆rπ corresponds
to the exit slit of the HDA, which in our case corresponds to the spatial resolution
of the 2D-PSD, which is about 0.4 mm. The dispersion length, Dγ, for the HDA is
determined as

Dγ =

(
Rπ +R0

γ

)
Rπ

R0

. (3.6)

In high-resolution applications, deceleration is commonly employed to enhance
the energy resolution of the HDA by slowing down the electron beam prior to its
entry into the HDA. In this case, the overall base resolution RB, which is the actual
experimental resolution, is given as [116]:

RB ≡ ∆EB

W
=

1

F

(
∆EB

w

)
=

1

F
×RB . (3.7)

The energy window of the analyzer is the energy range that can be simultaneously
detected on the active area of the 2D-PSD. For spectrometers that use exit slit, the
energy acceptance window corresponds to the base energy width [116]. However, for
PSD-equipped spectrographs with an effective diameter dPSD, the energy acceptance
window, denoted as ∆Twindow, is defined as [8]:

∆Twindow =
γ

1 + ξ

dDSP

Rπ

W

F
, (3.8)

with ξ = Rπ/R0 being the HDA paracentricity.
The energy acceptance window, ∆Twindow, exhibits an inverse proportionality

with the deceleration factor F . When F = 1, i.e., undecelerated electron beam, the
estimated energy acceptance window of our HDA spectrograph is approximately W±
15%. As the deceleration factor F increases, this percentage decreases accordingly,
as indicated by Eq. 3.8.

A critical aspect for high resolution spectra is finding the optimum lens voltages.
For our spectrograph, extended electron trajectory simulations using the SIMION
ion optics package [8, 127, 129, 130], as well as experimental studies [8, 9] have been
employed to determine the optimum voltage values for the lens elements VL4 and
VL5. In Figs. 3.7 and 3.8 the lens voltages adopted in the experiments of this thesis
are presented for F = 1 and F = 4, i.e., for low and high resolution measurements,
respectively.

3.2.4 The 2D-PSD Imaging Detector

The HDA is equipped with a 2-dimensional PSD [131], consisting of a pair of mi-
crochannel plates (MCP) of 40 mm diameter in a chevron-style arrangement, acting
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Figure 3.7: Lens voltages for F=1.

Figure 3.8: Lens voltages for F=4.
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as electron multipliers. After the MCPs, there is a resistive anode encoder (RAE),
which collects the events while encoding each location by distributing it to four
outputs.

The MCP is a specially fabricated plate consisting of multiple micro-channels 1,
set at 8◦±1◦ from the surface normal. When a single incident particle (electron in our
case) enters a micro-channel, impact with the channel’s walls causes the production
of secondary electrons. An electric field developed by a voltage applied to the MCP
plate accelerates these electrons until they strike again to the walls, thus producing
even more secondary electrons. This process is repeated several times along the
channel, leading to a cascade effect (see Fig. 3.9).

Figure 3.9: Schematic view of the PSD, showing the MCP’s chevron-style arrange-
ment. The illustration includes the cascade effect triggered from a charged particle
incident onto a micro-channel. Voltages applied are also indicated.

Secondary electron production relies on the overall VMCP . This voltage is divided
into three fractions, as illustrated in Fig. 3.11. The first two fractions are equal,
accounting for approximately 45% of the overall VMCP , and they control the gain
of the MCPs. The remaining 10% of the overall VMCP is utilized as an extraction
voltage to collect secondary electrons on the RAE surface. The optimal value for
VMCP depends on the MCPs’ output and their condition. It is important to note
that higher VMCP values can lead to quicker degradation of the MCPs. Previous
studies for our system have indicated that the optimum VMCP value is +2050 Volts
[9]. It should be mentioned that in addition to the VMCP voltage, there is also
the Vbias, which is applied to the MCP entry to ensure a constant impact energy
of the electrons, and thus maintain a consistent MCP efficiency, necessary for our
measurements.

The four signals produced from the PSD are decoupled, by 1 nF capacitors each,
giving rise to small negative pulses (≃1 mV). Then, these pulses go to a DSP (Digital
Signal Processor) unit, where they are digitized by an Analogue to Digital Converter
(ADC) after passing first from a preamplifier, as shown in Fig. 3.11. There, the
position of each event is decoded, according to Eq. 3.9. Thus, a two-dimensional

1very-small diameter (25 μm) glass capillaries
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image is constructed, encoding the information of the electron position detection.
The XY discretization of the 2D array was set to 256× 256.

X =
X1 + Y1

X1 + Y1 +X2 + Y2

Y =
X2 + Y1

X1 + Y1 +X2 + Y2

(3.9)

Figure 3.10: Diagram of the RAE. The signals originating from the four corners of
the RAE are converted into XY coordinates through Eq. 3.9. Taken from [9].

3.2.5 Electronics

The electronics used for the setup are those controlling the voltages of the spec-
trograph and those controlling the data acquisition system (DAQ). The complete
electronics arrangement is presented in Fig. 3.11 [10].

The high voltage power supplies (HVPS) used were the following types:

1. HMI: The HMI HVPSs, provided by the Hahn-Meitner-Institut [132], offer
high precision with fixed predefined polarity and exhibit the lowest ripple,
even at higher voltages, making them ideal for sensitive measurements.

2. Tennelec: The Tennelec HVPSs [133] are capable of inverting their polarity,
but they require shutting down before any polarity change. While they may
not match the precision of HMI HVPS, they still offer sufficient stability for
high-resolution spectroscopy. These HVPS were connected to electrodes that
rarely require polarity changes.

3. Applied Kilovolts: The Applied KiloVolts HVPSs [134, 135] have the ability
to digitally reverse their polarity, but this comes at the cost of 1 bit, reducing
their internal DAC’s resolution to 15 bits.
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Figure 3.11: Schematic view of the electronics of the setup (from Ref. [10]).

Figure 3.12: Schematic of the vacuum manifold of the atomic physics beamline.
Typical pressures during gas cell operation are indicated.
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3.2.6 Vacuum

In Fig. 3.12 we present a schematic of the vacuum manifold of the atomic physics
beamline. Starting from the upstream point of the beamline, there is a turbomolec-
ular pump (360 l/s) maintaining a vacuum pressure of 10−6 Torr. The gas cell
6-way cross and the HDA chamber are equipped with a turbomolecular pump each
(600 l/s). The gas cell is doubly differentially pumped through a turbo molecu-
lar pump (80 l/s). This pumping scheme enables a maximum vacuum pressure of
10−6 Torr for the HDA chamber during gas operation. Furthermore, a turbomolec-
ular pump (700 l/s) has been installed in the cross where the time-of-flight (TOF)
spectrometer is hosted. The extension of the beamline setup (see Section 3.3) can
be isolated through a valve. Thus, the ZAPS setup can operate independently. A
typical vacuum pressure in the extension of the setup is 10−6 Torr. The gas cell and
the spectrometer chamber turbomolecular pumps are backed by the same oil-free
mechanical pump, as shown in Fig. 3.12. Similarly, the turbomolecular pump of the
extended beamline is also backed by a second oil-free mechanical pump. Technical
details about all the pumps used are given in Table 3.3.

Table 3.3: Details on the vacuum components used.

Position Turbomolecular pump Mechanical fore-pump

Beamline TurboVac TMP361C [136] Trivac D16B [137]

Gas cell’s 6-way cross TurboVac TMP600C [136]

SC30D [138]Gas cell SL80H [139]

Spectrometer chamber TurboVac TMP600C

TOF’s 6-way cross HiPace 700 [140] SC15D [138]

3.3 Upgrade of the Atomic Physics Installation

Recently the Atomic Physics installation has been upgraded to include the option of
performing coincidence measurements. This project was supported by the IKYDA
2020 program, a program for the promotion of the exchange and scientific coopera-
tion between Greece and Germany, and was focused around two main objectives: the
development of (i) a TOF spectrometer and (ii) a projectile charge state magnetic
selector. Also, the hardware electronics, and the DAQ software, have been upgraded,
enabling electron-ion and ion-ion coincidence experiments. The upgraded Atomic
Physics beamline is presented in Fig. 3.13. Details about the upgrade are discussed
in the following subsections (see also Ref. [141]).
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Figure 3.13: The upgraded Atomic Physics beamline of NCSR "Demokritos".

3.3.1 TOF spectrometer

The measurement of the time-of-flight of fragments is widely used in Atomic, Molecu-
lar and Optical Physics, mainly for measuring particle masses and energies of various
processes such as ionization and molecular dissociation. Time-of-flight technique is
also used in other sciences, i.e., in Biology and Chemistry, in applications such as
the detection and characterization of chemical compositions, as well as the analysis
of solid, liquid and even gaseous substances.

Here, we present the TOF spectrometer developed and installed in the Atomic
Physics beamline, based on the typical arrangement of potential disks in series.
In particular, the TOF spectrometer consisting of three metal discs separated by
2 cm distance each, namely the repeller, the extractor and the ground, is hosted
in an ISO 100 6-way cross (see Fig. 3.14), which has been installed between the
HDA spectrograph chamber and the charge-state selector. The TOF spectrometer
is equipped with a gas jet target, a drift tube with an MCP detector on its one end
for fragments detection, and a channeltron on the other side for electron detection,
used as the start signal of the measurement. It should be noted that the optimal
operation conditions of the TOF spectrometer have been studied using Monte Carlo
simulations realized within the SIMION ion optics package.

3.3.2 Charge State Magnetic Selector

Our primary goal was to install a charge-state selector for distinguishing the projec-
tile ion trajectories corresponding to different charge states. The required magnet
for applying the necessary field (up to 0.5 T), was donated to the Atomic Physics
group by the INPP institute of NCSR “Demokritos”. The corresponding magnet was
part of a now decommissioned electron accelerator, and it can provide the required
magnetic fields when driven by high current supplies and water cooling.

We studied the behavior of beam ion trajectories in homogeneous magnetic fields
by performing analytical calculations. In parallel, these calculations were cross-
checked with corresponding simulations using the SIMION ion optics package [142].
The results were used to determine the most suitable geometry and experimental
parameters for the magnetic ion beam charge selector. As a result of these studies,
we decided to place the magnet half a meter after the HDA chamber, to secure safe
operation of the electron spectrometer without being affected by the fields of the
magnet. After the magnet, an ISO-200 tube of 1 m length was installed off-centered,
giving enough space for the projectile ion to bend (see Fig. 3.15) and be detected
by the channeltron detector. It should be mentioned that the whole design allows
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Figure 3.14: CAD drawing of the TOF spectrometer: [Top] Complete TOF arrange-
ment; [Bottom] Horizontal cut, illustrating the three metal disks, their base, and
the positions of the MCP and the Channeltron.

for the different charge states to be sufficiently separated at the end of the tube.

Figure 3.15: Drawing of the charge state magnetic selector. The ion trajectories are
illustrated both with and without the magnet in operation.

3.3.3 Electronics and Data Acquisition System

The DSP unit, obtained from ATOMKI [143], has been also upgraded. An additional
input was incorporated in the DSP which receives a TTL (Transistor-Transistor-
Logic) signal from the channeltron source. This signal is used in an event mode
acquisition to determine the zero time for ion-electron coincidences.
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Chapter 4

Data Analysis

This chapter focuses on the analysis of the recorded data, which is essential for
deriving the absolute double differential cross sections (DDCS). The analysis in-
volves converting the measured electron spectra into single differential cross sections
(SDCS) or total cross sections (TCS), depending on the specific requirements. The
raw data obtained are the electron counts as a function of the channel number.

4.1 Raw Data

Raw data is the starting point for any analysis, forming the base on which all
conclusions are built. It’s crucial to closely examine the raw data throughout the
analysis process, repeatedly reviewing it to ensure the accuracy of the findings.
Here, we present a representative example that showcases the raw data spectrum
in its original form, as recorded during a measurement. Specifically, Fig. 4.1 shows
a typical 2D spectrum capturing the cusp electron peak observed in collisions of
1.5 MeV protons with Ne. The plot corresponds to the PSD image as it is recorded
during the experiment. The spectrum includes projections along the x and y axes,
providing valuable insights. The x-axis projection corresponds to the electron energy,
while the y-axis projection offers an assessment of the overall quality of focusing
conditions of the spectrometer.

4.2 Energy Calibration

In order to convert a spectrum recorded as a function of channel number into electron
energy, an energy calibration process is required. This calibration process involves
detecting electrons of known energies under the same experimental conditions as
the measurement under study. There are two approaches to record electrons of
well-known energies, i.e., using an electron-gun or utilizing well-known Auger lines
produced by ion-atom collisions.

An electron-gun offers flexibility in providing electrons at various kinetic en-
ergies, controlled by its negative bias voltage with an accuracy of approximately
0.1%. While this method allows for precise energy calibration by recording multi-
ple electrons at desired tuning energies, it can be time-consuming. Alternatively,
well-known energies of recorded KLL Auger lines are used for energy calibration.
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Figure 4.1: The 2D-PSD image showing the raw data recorded during the exper-
iment. The spectrum showcases the cusp electron peak observed in collisions of
1.5 MeV protons with Ne. Accompanying the PSD image are the x (bottom) and y
(right) projections, quantifying the information of the recorded data.
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Although the measured electrons are emitted from a moving projectile and their de-
tection energies depend on the projectile energy, which has an uncertainty of around
0.1%, this uncertainty leads to an acceptable uncertainty in the electron laboratory
energy of less than 1 eV. It should be mentioned that auxiliary cusp electron mea-
surements are performed to ensure that the nominal beam energy corresponds to
the correct value, since the cusp peak energy is equal to the reduced energy of the
ion beam tp, already defined in Eq. 2.3 [144].

The energy calibration procedure involves a quadratic function, as in Eq. 4.1,
that maps channel numbers to corresponding lab frame electron energies. The first
step is to convert the known Auger energies (see for example typical Auger energies
used in this thesis given in Table 4.1), from the rest frame to the lab frame. This is
achieved by utilizing the reduced projectile energy, tp, and Eqs. 2.7, 2.8 to calculate
the expected laboratory energies. The center channel for each Auger calibration
peak in the lab frame is measured directly from the raw data spectrum. The next
step involves finding the optimal calibration constants (a, b, c) by applying the least
squares fit method. It is important to emphasize that a minimum of three well-
known Auger energy lines are required for the application of this method, due to
the quadratic function of Eq. 4.1.

T (i) = a+ b · i+ c · i2 (4.1)

Table 4.1: KLL Auger lines of B2+, C3+, and O5+, used for energy calibration.

Auger Energy (eV)

Auger line B2+[a] C3+[b] O5+[c]

1s2s2 2S 155.1 227.23 412.63

1s2s2p 4P 157.0 229.64 416.02

1s2s2p 2P− 161.4 235.55 424.99

1s2s2p 2P+ 164.3 238.86 429.71

1s2p2 2D 166.5 242.15 434.38

a Taken from Ref. [145]
b Taken from Ref. [146]
c Taken from Ref. [147]

Fig. 4.2 exemplifies the energy calibration process using Ne-KLL Auger lines,
which originates from the target. In this case, the energies of the Ne-KLL Auger
lines are in the laboratory frame. The depicted spectrum corresponds to collisions
of 3.0 MeV p + Ne. The Ne-KLL Auger electron energies employed for calibration
were taken from Ref. [11].

Certain spectral regions may contain fewer than three known Auger lines, and
thus the aforementioned method for energy calibration cannot be applied. However,
by repeating the energy calibration process for various Auger lines, elements, beam
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Figure 4.2: Neon-KLL Auger lines recorded for the collision of 3.0 MeV p + Ne.
The image shows the energy calibration process, depicting the conversion of channel
numbers (left) to electron energies (right). The Ne-KLL Auger electron energies
utilized in this calibration were taken from Ref. [11].

energies, tuning energies W , and deceleration factors F , it is still feasible to calibrate
any electron spectrum by determining the universal calibration factors A, B, C.
Specifically, the initial calibration constants a, b, c can be transformed into their
universal counterparts A, B, C through the following equations [8]:

A =
a

W
F − F + 1 , (4.2)

B =
b

W
F , (4.3)

C =
c

W
F . (4.4)

Then, the calibration formula 4.1 results in:

T (i) =
W

F

[
(A+ F − 1) +Bi+ Ci2

]
(4.5)

Fig. 4.3 shows the variation of the factors A, B, C for different tuning energies W ,
ranging from 1300 eV to 2500 eV, with a fixed deceleration factor F = 4. The plot
includes not only the mean values determined in this study but also the mean values
determined by I. Madesis [9] and E.P. Benis [8], who utilized the same experimental
setup for their studies. The individual measurements demonstrate that A, B, C
exhibit a predominantly linear dependence over the energy range. Consequently,
by obtaining a diverse set of tuning energies W , the mean values of the universal
calibration factors can be reliably determined and employed for the calibration of
any spectrum. The mean values and corresponding uncertainties derived from this
study are presented in Table 4.2.

The calibration factor values obtained in this study show a very good agreement
with those determined in previous works. However, the mean values reported by I.
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Figure 4.3: Plot of the universal factors A (up), B (middle), C (bottom) as a
function of the tuning energy W , for a fixed deceleration factor F = 4. [Red dots]
Experimental data determined in this work; [Black solid line] Mean values of the
experimental data; [Blue dashed line] Mean values retrieved from [9]; [Green dotted
line] Mean values retrieved from [8].

Table 4.2: Mean values and uncertainties of the A, B, C universal calibration factors,
for a fixed deceleration factor F = 4. Numbers in parenthesis indicate powers of 10.

A σA B σB C σC

0.905 0.8(-2) 6.96(-4) 0.48(-4) 1.35(-6) 0.18(-6)

0.890 0.69(-2) 6.2(-4) 0.61(-4) 1.9(-6) 0.24(-6)

0.845 0.2(-2) 8.00(-4) 0.17(-4) 1.35(-6) 0.06(-6)

First row: This work
Second row: Taken from Ref. [9]
Third row: Taken from Ref. [8]
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Madesis were derived from a limited number of measurements, resulting in a rela-
tively larger uncertainty. On the other hand, E.P. Benis conducted a comprehensive
set of measurements utilizing an electron-gun, but it is noteworthy that these mea-
surements were carried out when the setup was installed at the J.R. Macdonald
laboratory at Kansas State University. Therefore, minor discrepancies between the
calibration factors determined in this work and those reported by E.P. Benis can be
attributed to the specific conditions and setup configurations during the respective
experiments.

In Fig. 4.4 we show the energy calibration curves, which exhibit variations de-
pending on the chosen universal calibration factors A, B, and C from different
studies. The constant term (A) primarily affects the vertical position of the curve
without altering its shape. Similarly, the linear term coefficient (B) maintains the
curve’s shape while introducing both vertical and horizontal shifts. The quadratic
term coefficient (C) influences the slope of the curve.

Figure 4.4: Plot of the universal calibration curves corresponding to the mean values
of the universal calibration factors A, B, C from different studies. [Black solid line]
Mean values determined from this work; [Blue dashed line] Mean values retrieved
from [9]; [Green dotted line] Mean values retrieved from [8].

Notably, all three energy calibration curves in Fig. 4.4 exhibit a similar slope
and are only vertically shifted within the range of interest (channels 60-210). This
indicates that all three sets of universal calibration factors can be used to calibrate
an energy spectrum, preserving the shape of the recorded peaks. However, a small
energy shift may be experienced. Consequently, any set of universal calibration
factors can be employed for energy calibration, with the requirement of having at
least one known energy line in the spectrum to facilitate potential re-calibration
and account for any slight energy shifts. Alternatively, in cases where a continuum
electron spectrum is recorded, a reliable indication for the validity of the calibration
process can be observed through the extent of overlapping between neighboring
spectra. This serves as a useful criterion to assess the accuracy of the calibration,
the details of which will be extensively discussed in Section 5.3.
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4.3 The Double Differential Cross Section Formula

After completing the energy calibration process, the electron counts undergo a con-
version to DDCS. This section elucidates the normalization required for transform-
ing the measured electron spectra into laboratory DDCS. The laboratory DDCS is
represented by the equation [8]:

DDCSi ≡
d2σ

dΩdEi

=
Nei

NI Lc n∆Ω∆Ei T η
(4.6)

DDCS refers to a measure that characterizes the cross section for a specific collision
process, taking into account both energy and solid angle. The index i in Eq. 4.6
corresponds to the channel number of the PSD x-projection.

It should be mentioned that Eq. 4.6 does not include a dead time correction
(DTC) factor. The DTC factor is the ratio of the total counts recorded by a scaler
to the total counts recorded by the ADC. It serves as an average correction when
the count rate exceeds the capability of the DAQ. However, in our experiments, the
recording frequency remains significantly below the maximum accepted frequency of
our electronics, which is approximately 100 kHz. Therefore, there is no saturation
of the recorded signal, and a relevant correction is not necessary.

Next, the symbols of Eq. 4.6 are detailed.

4.3.1 Number of Electrons Recorded in Channel i

Nei is the number of electron counts recorded at a specific channel i during the
measurement. The process of electron counting involves random events that follow
the Poisson distribution. Therefore, this parameter is accompanied by statistical
uncertainty which is given by:

δNei =
√

Nei (4.7)

4.3.2 Number of Ions

The value of NI is the number of ions collected at the last Faraday cup along the
beamline during the measurement. It is determined by calculating the total collected
charge Q and dividing it by the ion beam charge q, according to the following
equation:

NI =
Q(nC)

q 1.6× 10−10
. (4.8)

The total charge Q can be determined using the following formula:

Q(nC) =
QcntIFS(nA)

Cnts

, (4.9)

where Qcnt is the number of counts collected during a measurement and corresponds
to the pulses generated by the Beam Current Integrator (BCI) fed to the DAQ. The
value of Qcnt determines the duration of the data acquisition, as the measurement
process is concluded when a predetermined number of pulses is reached. IFS denotes
the maximum or full scale of the BCI, typically measured in nA. Additionally, Cnts
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signifies the pulse rate generated by the BCI per second when the current integrator
operates at its maximum reading for a certain scale. For the BCI used in all the
conducted measurements thus far, this value remains fixed at 100 Hz.

The determination of NI relies on the assumption that the beam current remains
unaffected by collisions in the target. Soft and binary encounter electrons do not
alter the charge of the projectile and, therefore, do not affect the beam current.
However, the projectile electron loss processes increase the beam charge, while pro-
jectile electron capture processes decreases it. A rough estimation of beam charge
variation can be made by considering an ion beam current, I0, passing through a
gas target of density n. In this scenario, the beam current, I, resulting from a path
length, L, is given by

I = I0σnL , (4.10)

where σ is total cross section. Assuming a gas cell length of L = 5 cm, a typical target
pressure of 20 mTorr, which corresponds to approximately 6× 1014 molecules/cm3,
and a typical total cross section of 10−16 cm2, we find that I/I0 = δNI = 30%.
Consequently, the beam current percentage variation amounts to 30/Zp%, where
Zp denotes the initial beam charge. Assuming an average value of Zp = 6, the
uncertainty in the beam current and therefore in the number NI is:

δNI

NI

≤ 5% (4.11)

4.3.3 Effective Length of the Gas Cell

In general, for a gas cell with a length Lgc and aperture openings of diameter D1

(entrance) and D2 (exit), the effective length is calculated as

Lc = Lgc +
D1 +D2

2
. (4.12)

In our case, where D1 = D2 = 0.25 cm, the effective length of the gas cell is
determined to be Lc = 5.25 cm. The average of the entrance and exit aperture sizes
can be considered as the uncertainty in the length determination, resulting in an
uncertainty to the effective gas cell length of 5%, i.e.:

δLc

L
= 5% . (4.13)

4.3.4 Number of molecules per cm3

Considering the gas pressures employed in these experiments, which were up to
80 mTorr, it is an accurate approximation to treat the gas target as an ideal gas.
This ideal gas behavior can be described using the ideal gas law equation:

PV =
N

NA

RT , (4.14)

where P is the gas pressure, V is the volume, N denotes the number of molecules,
NA = 6.022 × 1023 mol−1 is the Avogadro number, R is the gas constant, and T is
the temperature.
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We first calculate the value of R under standard temperature and pressure (STP)
conditions (see Table 4.3):

R = 1.0355−19 mol−1 mTorr L

#molecules K
. (4.15)

Using the state equation once again, the gas density n can be expressed as a function
of the gas pressure P at room temperature, T = 300 K, as follows:

N

V
≡ n

(
# molecules

cm3

)
= 3.22× 1013P (mTorr) . (4.16)

Table 4.3: Standard pressure and temperature (STP) conditions.

P T V
(
n = V

Vm

)
1 atm = 76× 104 mTorr 273 K 22.4 L = 22.4× 103 cm3

The molar volume Vm is 22.4 L/mol at STP conditions, thus V=22.4 L for n=1 mol.

The pressure P in Eq. 4.16 corresponds to the target gas pressure, which is
measured using the MKS Baratron capacitive manometer. According to the manu-
facturer’s specifications [148–151], the uncertainty of the pressure indication is less
than 0.2%. Therefore, the uncertainty on the number of molecules per cm3 is

δn

n
≤ 0.2% . (4.17)

Before conducting the measurement, it is important to verify the assumption of
single collision conditions by comparing the recorded yields at various target pres-
sures. In Fig. 4.5, we show the yields of KLL Auger electrons obtained in collisions
of 5.5 MeV B3++ He, and recorded at different target pressures. These yields have
been normalized with respect to the target pressure and the number of ions, clearly
showing a linear pressure dependence up to 80 mTorr for the specific spectrum. This
linear relation indicates that single collision conditions are maintained within this
range.

4.3.5 Solid Angle

The solid angle for point source emission can be calculated by considering the di-
ameter of lens entry aperture, dLE = 4 mm, and the distance between the lens entry
and the center of the gas cell, s0 = 289.48 mm. The solid angle in this configuration,
as depicted in Fig. 4.6, can be determined using the following equation:

∆Ω(s0) = 2π(1− cos θ) = 2π

1− s0√(
dLE

2

)2
+ s20

 = 1.50× 10−4 sr . (4.18)

To accurately account for the decay of electrons emitted from prompt states, it
is necessary to consider that they decay not only from the center of the gas cell but
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Figure 4.5: Typical pressure dependence study performed for collisions of 5.5 MeV
B3+ + He.

from the entire gas cell area. Therefore, Eq. 4.18 needs to be integrated over the
length of the gas cell (Lc = 52.50 mm) using the following form:

∆Ω(s0, Lc) =
2π

Lc

∫ s0+
Lc
2

s0−Lc
2

1− s√(
dLE

2

)2
+ s2

ds

 = 1.51× 10−4 sr . (4.19)

The difference is less than 1% and may be safely neglected.
The uncertainty in the solid angle is primarily attributed to the uncertainty in

the measurement of s0, which less than 2%. This results in an uncertainty in the
determination of the solid angle of

δ(∆Ω)

∆Ω
≤ 2% . (4.20)

Figure 4.6: Illustration of the point source emission which corresponds to prompt
decaying states.
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4.3.6 Energy Step

The energy step of the spectrum per channel, ∆Ei, is determined by taking the first
derivative of Eq. 4.1 with respect to the channel number. This calculation yields
the following expression:

∆Ei = b+ 2ci . (4.21)
Alternatively, the energy step formula with respect to the universal calibration fac-
tors B and C can be obtained by taking the derivative of Eq. 4.5:

∆Ei =
W

F
(B + 2Ci) . (4.22)

As we see, ∆Ei is not constant across the PSD area, with its magnitude increasing
as the channel number i increases. In terms of sensitivity and importance, this
correction stands out as it significantly influences the raw data analysis. Unlike
other parameters, which act as multiplicative factors, ∆E introduces a tilt to the
spectrum. This tilt ensures the accurate electron yield and proper matching of
adjacent energy windows, thus playing a critical role in data analysis.

The uncertainty in ∆E can be calculated utilizing the uncertainty of the factors
B and C. By assuming an average uncertainty for channel number i = 130 and
referring to the values in Table 4.2, we determine the average uncertainty in ∆E as
follows:

δ(∆E)

∆E
≤ 8% . (4.23)

4.3.7 Spectrograph Transmission

The transmission of the spectrograph, T , corresponds to the ratio of the number of
particles reaching the PSD detector to the number of particles entering the spectro-
graph. The transmission value can depend on various factors, including the specific
transmission characteristics of the lens, which, in turn, rely on the lens voltages and
the retardation factor F [124].

Previous studies [8], have demonstrated that for our HDA system, the trans-
mission remains nearly constant for F values up to 8, regardless of the lens volt-
ages. Consequently, the transmission is primarily due to the three grids with 90%
transmission each, located at the front of the PSD. Thus, the total transmission is
determined as T = (0.9)3, resulting in a transmission value of approximately 73%.

In the data analysis process, only the spectral range corresponding to the max-
imum transmission was considered, specifically within the channel interval of 60 to
210. This selection ensures the inclusion of the most reliable and accurate data for
further analysis. The accuracy of the determined transmission value is expected to
be better than 0.01, consequently:

δT

T
= 1% . (4.24)

The electroformed meshes are used to mitigate the effects of fringe fields. How-
ever, an electroformed mesh consists of multiple small holes, which can act as minia-
ture lenses, potentially affecting the trajectories of the outgoing electrons and com-
promising the PSD image. To address this issue, a second grid is introduced. The
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arrangement of two grids creates a configuration where the small holes of both grids
are not aligned, effectively compensating for the aforementioned problem. The third
grid has been placed in front of the MCP and it was biased to Vg = Vp − 9 V to
repel the spurious low energy electrons.

4.3.8 Overall Efficiency

The overall efficiency η corresponds primarily to the absolute efficiency of the MCP.
The latter corresponds to the probability that an electron reaching the MCP surface
will generate a detectable signal. Although η can be influenced by various factors
such as the active area of the MCP, the voltages of the MCP, and the electron energy,
it reaches its maximum efficiency at around 350 eV following a plateau for higher
energies. However, to ensure a constant efficiency across the active area of the PSD
for all detection energy windows, the entire MCP system is biased, ensuring that
the central trajectory impinges on the MCP with an energy of 1000 eV [8].

The determination of the overall efficiency η can be performed through two meth-
ods: either from Binary Encounter electron (BEe) measurements, or from known
cross sections for the production of target Auger electrons described below. Both
techniques have been employed in our work, yielding consistent results, i.e.:

η = (50± 5)% . (4.25)

Binary Encounter Electron Normalization

In the context of high-velocity, bare-ion projectiles interacting with atomic targets,
the emission spectra of BEe serve as an important benchmark for the convergence
of classical and quantum theories [152]. BEe are produced through direct and hard
collisions, resulting in a broad peak structure in the spectra. The position of the
peak’s maximum can be predicted classically using energy and momentum conser-
vation laws, leading to the well-known k = 2v cos θ result, where k and θ are the
momentum and emission angle of the ejected electron, respectively.

The BEe peak is a characteristic feature of the zero-degree DDCS electron spec-
tra, with the width of the peak attributed to the initial momentum distribution of
the target electron. To analyze the BEe yield, we employed Eq. 4.6 with the excep-
tion of the overall efficiency η, and normalized it to the corresponding theoretical
BEe DDCS calculation, as is commonly done in zero-degree projectile spectroscopy
[76]. However, in this thesis, the CDW-EIS-numerical theory calculations (see Sec-
tion 6.2 for more details) were preferred due to their better fit to the BEe peak
[153].

Fig. 4.7 displays the measured electron DDCS spectra, which cover the energy
range between the low-energy wing of the cusp peak and the high-energy wing of the
BEe peak. The corresponding DDCS calculation is also presented for comparison.

Target Auger Electron Normalization

In order to utilize this technique, we employed the collision system 3.0 MeV p + Ne.
After subtracting the background signal, the acquired spectrum shown in Fig. 4.2
was normalized using the factors of Eq. 4.6, with the exception of the efficiency
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Figure 4.7: DDCS electron spectra measured at zero degrees with respect to the pro-
jectile velocity for collisions of 1.5 MeV deuterons with He. Symbols: experimental
data. Line: CDW-EIS Numerical theoretical calculation. The spectral locations of
the cusp and BEe peaks are indicated.

factor. Subsequently, the spectrum was integrated in energy and multiplied by a
factor of 4π assuming isotropic angular distribution. Thus, we obtained the total
experimental yield which was compared to the total cross section values reported in
Ref. [154].

4.3.9 Overall DDCS Uncertainty

The determination of DDCS entails both statistical and systematic errors. Statistical
uncertainties stem from the electron counts, i.e., Nei ±

√
δNei , while systematic

uncertainties rely on accurately determining the other quantities involved in the
DDCS equation. In Table 4.4 we present the experimental parameters discussed
earlier, along with their maximum percentage uncertainties.

To estimate the average absolute uncertainty of the DDCS, δσ/σ, we can employ
an error propagation analysis for uncorrelated variables. The following equation
provides a means to calculate this uncertainty:

δσ
σ
=

√(
δNI

NI

)2
+
(
δLc

L

)2
+
(
δn
n

)2
+
(

δ(∆Ω)
∆Ω

)2
+
(

δ(∆E)
∆E

)2
+
(
δT
T

)2
+
(

δη
η

)2
, (4.26)

resulting in an overall systematic uncertainty of

δσ

σ
≃ 15% . (4.27)
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Table 4.4: The maximum percentage uncertainties associated with the experimental
quantities involved in the determination of the absolute DDCS, as described by
Eq. 4.6.

Quantity Symbol Uncertainty

Number of ions NI 5%

Gas cell effective length Lc 5%

Number of molecules per cm3 n 0.2%

Solid angle ∆Ω 2%

Energy step ∆E 8%

Analyzer transmission T 1%

Overall efficiency η 10%

4.4 The Effective Solid Angle Correction Factor

In the ZAPS framework, prompt states refer to doubly excited projectile states
satisfying the condition Vpτ/Lc << 1, where Vp is the projectile velocity, τ is the
total lifetime of the state, and Lc is the length of the target gas cell. In such
cases, the emission of prompt Auger electrons occurs within the gas cell. For the
HDA configuration used in this thesis, the solid detection angle ∆Ω0 is described by
Eq. 4.19.

However, when considering Auger electrons originating from long-lived projectile
states, such as 1s2s2p 4PJ , their lifetimes can range from nanoseconds to millisec-
onds, depending on the atomic number Zp and total angular momentum J of the
state [104, 155], as shown in Fig 4.8. As a result, these long-lived projectile states
can undergo Auger decay at various locations along the ion’s path after exiting the
gas cell, even inside and beyond the spectrometer. Moreover, the effective detec-
tion solid angle ∆Ω increases as the emitting ion approaches the spectrometer entry.
These factors necessitate a correction to the measured electron yield and subsequent
cross section determination of long lived states. To account for the increase in solid
angle due to emission as the projectile approaches the spectrometer, as well as the
decrease due to the Auger state population decay, the Gτ correction factor was in-
troduced. This correction factor involves a multiplicative term Gτ applied to ∆Ω0,
resulting in an effective solid angle [14, 77]:

∆Ω = Gτ∆Ω0 . (4.28)

The experimental determination of the effective solid angle correction factor GτJ

relies on collisions of Be-like projectile ions with light gas targets, i.e., hydrogen or
helium. During the collision, the projectile ionizes the 1s electron of the metastable
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Figure 4.8: Theoretical exponential decay for the 1s2s2p 4PJ levels of lithium, beryl-
lium, boron, carbon, nitrogen, oxygen, fluorine, and neon. Time and corresponding
distance are depicted in the bottom and top horizontal axes, respectively. Differ-
ent J-levels are indicated by different colors, i.e., J = 1/2 (black), J = 3/2 (red),
J = 5/2 (green).
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beam component 1s22s2p 3P , resulting in the formation of the 1s2s2p configuration
and the related 4P , 2P−, and 2P+ terms, according to LS coupling. This ionization
process, known as needle ionization, has been described in the literature [74, 108].

In more detail, the sudden emission of the 1s electron leaves the ionic core in
the 1s(2s2p 3P ) configuration, giving rise to the 1s(2s2p 3P )4P and 1s(2s2p 3P ) 2P
terms. The latter corresponds to the 1s2s2p 2P− term, while the 1s(2s2p 1P ) 2P
configuration, which corresponds to the 1s2s2p 2P+ term, is highly unlikely to be
formed due to the required spin-spin interaction. Therefore, after the 1s ionization,
the internal 3P coupling is maintained, resulting in the 4P and 2P− peaks in the
Auger spectra.

The ratio of the production cross section of the 4P term to the 2P− term according
to spin statistics should be 2, i.e.:

σ(4P )

σ(2P−)
= 2 . (4.29)

This ratio serves as the basis for the determination of the correction factor Gτ . This
ratio is experimentally determined by comparing the areas of the 4P and 2P− peaks,
taking into account the Auger yields ξ and the correction factor Gτ :

σ(4P )

σ(2P−)
=

Y (4P )/(ξ4PGτ )

Y (2P−)/ξ2P−

, (4.30)

where Y denotes the measured electron yield. Therefore, the experimental determi-
nation of Gτ can be obtained as:

Gτ =
1

2

Y (4P )

Y (2P−)

ξ2P−

ξ4P
. (4.31)

The use of Be-like projectiles is motivated by the absence of cascade effects
[156], present in collision systems with He-like projectiles, that could influence the
production of the 4P and 2P− terms. In ion-atom collisions, various processes such as
electron capture and ionization can lead to the generation of highly excited atomic
states. These excited states then undergo de-excitation through radiative or Auger
decays, often involving multiple steps and intermediate energy levels, a phenomenon
known as cascade feeding.

To provide a visual representation of this cascade feeding mechanism, Fig. 4.9
illustrates a schematic diagram specifically for the single electron capture process
occurring in the collision of C4+(1s2s 3S) ions with He. As it is evident, the produc-
tion of the 1s2s2p configuration in collisions of He-like ions, i.e., by single electron
capture to the initial 1s2s 3S state, favors the production of higher-lying 1s2snl 2,4L
states (with n > 2 and L = l ≤ n− 1).

The doublet states experience efficient depletion through Auger decay to the
ground state 1s2, which is much stronger compared to radiative decay. This efficient
Auger decay limits the cascade feeding of lower-lying doublet levels. On the other
hand, quartet states exhibit negligible Auger decay, allowing for significant cascade
repopulation of lower-lying quartet states. As a result, a large portion of the popula-
tion from higher-lying quartet states is effectively transferred to the 1s2s2p 4P state,
thus enhancing its electron yield in the corresponding electron spectra. Therefore,
Be-like projectiles are the most suitable candidates to obtain accurate results for the
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Figure 4.9: Schematic illustration of the 1s2s2p 2,4P states selective cascade feeding
mechanism. Taken from Ref. [12].

Gτ correction factor, which do not suffer from cascade effects, observed for example
in collisions of He-like projectiles with gas targets.

In recent studies performed by our group [13], the O4+ + He collision system
was utilized at various projectile energies for the determination of Gτ . A typical
measurement, recorded utilizing 20 MeV Be-like oxygen ions, is shown in Fig. 4.10.
Although the determination of Gτ is not influenced by the ion stripping method,
we conducted experiments utilizing two different stripping methods as to include
the determination of the beam content. In order to resolve the KLL Auger lines
of interest, a deceleration factor of F = 8 was used. The normalized electron
yields were determined through a fitting procedure utilizing the SIMION ion optics
package. This method is detailed in Section 4.6.

To further validate our findings, Monte Carlo type simulations were conducted
using the SIMION ion optics package. The experimental measurements and simula-
tions show a very good agreement, strengthening the reliability of our investigation
and confirming previous research results of our team [14, 15]. The corresponding
experimental and simulated Gτ values are given in Table 4.5.

Table 4.5: The effective solid angle correction factor Gτ determined both experi-
mentally and using the SIMION ion optics package. Taken from [13].

Beam Energy (MeV) Gτ (Experiment) Gτ (SIMION)

12 2.0± 0.2 2.28

16 1.9± 0.2 2.11

20 1.8± 0.2 2.03
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Figure 4.10: KLL Auger electron spectra obtain in collisions of 20 MeV O4+ + He
with a deceleration factor F = 8 and two different stripping methods, i.e., GTS
(top) and FTS (bottom). The figure shows both experiment (open circles) and
SIMION normalized Auger distributions attained for fitting purposes (red lines).
Taken from [13].

To facilitate a deeper understanding of the upcoming discussion, we refer to
Eq. 4.32, which provides the expression for the effective solid angle averaged over
the length of the gas cell for the metastable J-level,

∆ΩJ(L, VpτJ , Lc) =
1

Lc

∫ Lc

z′=0

∆Ω0(L− z′ − z)dz′ ×
∫ L−z′

z=0

e
− z

VpτJ

VpτJ
dz , (4.32)

where the first integral is termed as the geometrical term while the second integral
is the temporal term. In Fig. 4.11, an illustration depicting the integration region
is shown. Note that taking the limit VpτJ → 0 the effective solid angle is reduced to
the prompt state solid angle, i.e.:

∆Ω0(s0, Lc) =
1

Lc

∫ Lc

z′=0

∆Ω0

(
Lc

2
+ s0 − z′

)
dz′ . (4.33)

Based on Eq, 4.32, 4.33, the solid angle correction factor GτJ is defined as:

GτJ ≡ ∆ΩJ(L, VpτJ , Lc)

∆Ω0(s0, Lc)
. (4.34)

In Fig. 4.12, we present the correction factor Gτ as a function of the universal
variable Vpτ , which has dimensions of length. Notably, the behavior of Gτ demon-
strates distinct trends with respect to Vpτ . Initially, as Vpτ values remain small, i.e.,
Vpτ << s0, corresponding to relatively short decay times τ , the majority of excited
ions decay before reaching the entrance of the lens. Under these conditions, the
temporal term can be considered constant, and the increase in the correction factor
Gτ is primarily attributed to the expanding solid angle, or the geometrical term.
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Figure 4.11: Illustration of the integration region. Initially, N0 ions enter the gas cell
with a velocity Vp. The gas cell has a length of Lc and is located at a distance s0 from
the lens entry. The ions undergo collisions and populate a long-lived excited state
between z′ and z′ + dz′. Due to the long lifetimes of the excited state, it continues
to travel beyond the gas cell before undergoing Auger decay. The emitted Auger
electron is depicted at an angle θ, entering the lens and subsequently undergoing
energy analysis by the HDA (not shown). The ions traverse the lens and a section
of the HDA, exiting at the back of the HDA, and are finally collected in a Faraday
cup (FC) used to measure the beam current for normalization purposes. The length
L marks the part of the ion trajectory over which emitted electrons contribute to
the excited state with non-negligible intensity as measured by the PSD. Taken from
[14].

Conversely, as Vpτ surpasses s0, i.e., Vpτ >> s0, a significant portion of ions
undergo decay after entering the lens, traversing the spectrometer, and potentially
even beyond its exit. In this case, the geometrical term remains largely constant,
while the temporal term experiences an exponential decrease. As a consequence,
the effective solid angle, and consequently the correction factor Gτ , follows an expo-
nential decay pattern, as observed in our simulations. For intermediate decay times
where Vpτ and s0 are of comparable magnitudes, both the temporal and geometrical
terms contribute significantly, leading to a peak at approximately 200 mm after the
center of the gas cell.

It is important to point out that Fig. 4.12 is used for determining the correction
factor GτJ for the effective solid angle corresponding to any J-level. The overall
correction factor Gτ results from the statistical averaging of all the GτJ correction
factors corresponding to the J-levels of a term, as [14]

Gτ =

∑
J(2J + 1)ξJGτJ∑

J(2J + 1)ξJ
. (4.35)

4.5 Determination of the Metastable Beam Frac-
tion

In ion accelerators, the magnetic selection of an extracted ion beam is typically
based on a specific charge state and kinetic energy required for the experiment.
However, magnetic selection alone is not sufficient to distinguish between different
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Figure 4.12: The effective solid angle correction factor Gτ is plotted as a function of
the universal parameter Vpτ for deceleration factor F = 4. The solid lines represent
analytical calculations based on Eq. 4.34 limited to a maximum angle θmax = 2.2◦

and the blue points to simulations performed within the SIMION optics package.
Taken from [15].

electronic configurations of a specific ion charge state. This is due to the presence
of mixed-state ion beams having long lifetimes surviving to the target area.

A prominent example of such mixed-state beams is the He-like (1s2 1S, 1s2s 1,3S)
beam and Be-like beam (1s22s2 1S, 1s2s22p 3P ). The additional 1s2s 1,3S and
1s2s22p 3P metastable components of the He- and Be-like beams, respectively, opens
up an opportunity to investigate dynamic collision processes in novel ionic environ-
ments that have an initial K-shell vacancy [77].

To effectively utilize such projectiles for related studies, it is important to de-
termine the metastable fraction of the mixed-state beam. A recent technique has
been proposed to obtain this information, based on the double measurement of the
same collision system under identical conditions, with the only difference being the
stripping method [157]. By using gas or foil as the stripping medium, the metastable
fraction of the beam can be also varied [158].

4.5.1 He-like beams

For the collision energies used in this thesis, the 1s2s2p 4P state is exclusively
populated by single electron capture from the 1s2s 3S component of the beam,
while the 1s2p2 2D state is populated through transfer-excitation from the ground
state 1s2 1S [26]. This assumption holds for collisions with light targets such as
H2 and He. Under these conditions, the metastable fractions of the beam can be
determined using the following formula [157, 159]:

f i
1s2s 3S = Yi[

4P ]
Y2[

2D]− Y1[
2D]

Y2[2D]Y1[4P ]− Y1[2D]Y2[4P ]
(i = 1, 2) , (4.36)
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where Yi is the normalized yield of the (2S+1)L Auger states for each of the two
measurements with different fractions.

Figure 4.13: Typical KLL Auger spectra for collisions of 14 MeV O6+ + He indicating
the differences on the metastable fraction 1s2s 3S. Red lines represent the results
for the high metastable content spectra, while blue lines correspond to the low
metastable content.

Note that the application of this technique requires the ability to control and
vary the amount of the metastable beam component f1s2s 3S in the two spectra.
Earlier studies have demonstrated that the amount of metastable beam component
primarily depends on the type of stripper employed, whether it is a foil stripper or
a gas stripper. When using a foil stripper, the metastable fraction of the 1s2s 3S
state for He-like ions typically reaches a maximum of around 30% [157, 158, 160].
On the other hand, when a gas stripper is used, the metastable fraction can be
significantly lower, around 5% or even less, thus delivering even pure ground state
beams [16]. However, it is important to acknowledge that certain limitations exist
in the determination of the metastable fraction, which require a meticulous analysis.
These limitations, along with the methods employed to compensate for them, are
discussed in Appendix E.

In Fig. 4.13, an example of the double measurement technique is presented for
collisions of 14 MeV O6+ + He. The two spectra, corresponding to the 1s2s 3S high
and low fractions, clearly show differences in the yields of the 4P and 2D Auger peaks.
The high fraction spectrum exhibits a higher yield for the 4P Auger peak compared
to the low fraction spectrum. Similarly, the high fraction spectrum exhibits a lower
yield for the 2D Auger peak compared to the low fraction spectrum. These differences
in the 4P and 2D Auger yields indicate a variation in the percentage of the 1s2s 3S
beam content for the two measurements.

The double measurement technique provides a robust tool for studying various
atomic physics processes involving pre-excited multi-open-shell ions. These pro-
cesses include single electron capture, and excitation leading to the formation of
doubly excited states (see Chapter 7), transfer-excitation [78], as well as cusp elec-
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tron studies (see Chapter 6). In all of these studies, the reliable determination of the
metastable fraction is necessary for accurately determining absolute cross sections
and investigating the underlying physics involved.

Fig. 4.14 demonstrates the variation of the metastable fraction 1s2s 3S for the
He-like oxygen beams used in this study. The high fraction measurements con-
sistently show a metastable fraction of approximately 19%, while the low fraction
measurements exhibit a metastable fraction of around 5%. It should be mentioned
that for collision energies up to 14 MeV, post stripping was employed due to insuf-
ficient beam current intensities with tandem terminal stripping alone. At 16 MeV
collision energy, foil post stripping was used for the low fraction spectrum, while
both foil terminal and foil post stripping were utilized for the high fraction mea-
surement. As a result, the difference in the metastable fraction between the two
measurements is less pronounced compared to the other cases. For the higher colli-
sion energies (20 and 24 MeV), only terminal stripping was employed. Notably, the
low fraction spectra obtained with gas terminal stripping at these collision energies
have a relatively small fraction, less than 2.5% for both cases. This value falls within
the experimental error, suggesting a predominantly ground state beam in the target
area. The statistical error bars depicted in Fig. 4.14 were individually estimated for
each case, and the detailed analysis of the errors can be looked up in Appendix D.

Figure 4.14: Metastable fraction of the 1s2s 3S state in collisions of He-like oxygen
projectiles with helium at various collision energies. Red dots correspond to the
results for the high metastable content spectra, while blue dots correspond to the
low metastable content. Statistical uncertainties are shown.

In the above discussion, it has been assumed that the 1s2s 1S state has a neg-
ligible effect. This assumption is based on the statistical production of the states
in a 3 : 1 ratio with a 30% content of 1s2s 3S at the point of production. Due to
its much longer lifetime, the 1s2s 3S fraction remains practically intact across the
entire range of Zp = 3− 9. On the other hand, the 1s2s 1S fraction is considerably
reduced as the ion beam approaches the target area, because of its much shorter
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lifetime. Specifically, for the oxygen projectiles used in this work, it has been found
that the surviving fraction of the 1s2s 1S state is less than 1% for all collision en-
ergies. Therefore, a negligible effect of the 1s2s 1S fraction in the analysis has been
assumed [161].

4.5.2 Βe-like beams

KLL Auger electron spectra obtained from collisions of Be-like projectiles with light
gas targets are utilized for the determination of the Gτ correction factor, as de-
scribed in Section 4.4. To an extent, the double measurement technique can be
again employed to also determine the metastable fraction, for the 1s2s22p 3P com-
ponent of the beam. The excited 3PJ beam component exhibit varying lifetimes
in the range of microseconds to seconds, depending on the atomic number Zp and
angular momentum J [162–164], thus reaching the target area without significant
decay.

The needle ionization of the 1s electron of the ground state component, 1s22s2 1S,
results in the intermediate state 1s2s2 2S. This state Auger decays giving rise to
a pronounced peak in the recorded Auger spectrum, as shown in Fig. 4.10. Also,
during collisions with light gas targets, i.e., H2 and He, the needle ionization of the
1s electron of the 1s22s2p 3P state gives rise to the 1s2s2p 4P and 1s2s2p 2P− states,
as mentioned in Section 4.4.

As the 1s ionization does not have a strong dependence on the L-shell config-
uration, the production cross sections from the ground and the metastable com-
ponents should be equal, i.e., σ1s(1s

22s2) = σ1s(1s
22s2p) [108]. In addition, the

production cross section ratios for the 4P and 2P− states should result in the ratio
σ(4P ) : σ(2P−) = 2 : 1, according to the multiplicity of the states. Thus, the pro-
duction cross section ratios for the 2S, 4P and 2P− states should be σ(2S) : σ(4P ) :
σ(2P−) = 3 : 2 : 1. Then, the metastable fraction, 1s2s22p 3P , of the beam can be
obtained as [77]:

f1s2s22p 3P ≡
[
1 +

Y (2S)

Y (4P ) + Y (2P−)

]
=

[
1 +

1

3

Y (2S)

Y (2P−)

]
. (4.37)

In Fig. 4.15, we present the metastable fractions, f1s2s22p 3P , as they were deter-
mined for collisions of 12, 16, and 20 MeV O4+(1s22s2 1S, 1s22s2p 3P ) with He. As
observed in Fig. 4.15, the metastable fraction of the O4+ beam remains relatively
constant for the energies considered. However, the differences in metastable frac-
tions between the low and high fraction measurements are not as pronounced as
those in He-like projectiles, as can be inferred from Fig. 4.14.

4.6 Determination of the Single Differential Cross
Section

After determining the DDCS of KLL Auger spectra, we obtain the single differential
cross section (SDCS) for each of the five Auger peaks: 2S, 4P , 2P−, 2P+, and 2D.
To derive SDCSs, we have to account for the content of the mixed-state beam by
determining the metastable fraction.
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Figure 4.15: Metastable fractions of the 1s22s2p 3P state in collisions of Be-like
oxygen projectiles with helium at various collision energies. Red dots correspond
to the results for the high metastable content spectra, while blue dots correspond
to the low metastable content. Statistical uncertainties are shown. Data retrieved
from [13].

Early developments of the two-measurement technique assumed the low, yet
non-zero, metastable fraction to be negligible, introducing minor errors. This led to
the normalization of the two KLL spectra at the 2D peak, followed by subtraction
to isolate the 1s2s 3S contributions [157, 165]. Recently, a method has been re-
ported that does not necessitate the requirement of almost zero metastable fraction
in the low fraction measurement, provided that the two fractions are appreciably
different [159]. This is particularly advantageous when achieving an adequately low
metastable fraction is not always feasible, as in our measurements [166].

Since we are interested in two separate measurements, i = 1, 2, each associated
with a distinct metastable fraction fi, the electron yield of each state can be written
as [159]:

dσi[x]

dΩ′ = (1− fi)
dσg[x]

dΩ′ + fi
dσm[x]

dΩ′ , (4.38)

for x: 4P , 2P±, 2D. Thus, Eq. 4.38 leads to two equations for each one of the four
states. Therefore we arrive at a set of eight equations involving ten unknowns, i.e.,
the two metastable fractions as well as the four contributions from the ground and
four contributions from the metastable beam components for each state. However,
in collisions with He-like projectiles and under the assumptions that the 4P state
is populated predominantly from the metastable state by direct electron transfer
and the 2D state is populated predominantly from the ground state by transfer and
excitation, we set Yg[

4P ] ≃ 0 and Ym[
2D] ≃ 0. As a result, we eliminate two of

the ten unknowns in the equation system, making it solvable and leading to the
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following equations [159]:

dσg[x]

dΩ′ =
Y2[x]Y1[

4P ]− Y1[x]Y2[
4P ]

Y1[4P ]− Y2[4P ]
(4.39)

dσm[x]

dΩ′ =
Y2[x]Y1[

2D]− Y1[x]Y2[
2D]

Y1[2D]− Y2[2D]
. (4.40)

Alternatively, the above equations can also be written as [26]:

dσg[x]

dΩ′ =
f2Y1[x]− f1Y2[x]

f2 − f1
(4.41)

dσm[x]

dΩ′ =
(1− f1)Y2[x]− (1− f2)Y1[x]

f2 − f1
. (4.42)

Eqs. 4.41 and 4.42 are free of any assumptions and can be safely applied to any
collision system to determine the SDCSs originating solely from the ground and the
metastable part of the beam.

In this thesis, Eqs. 4.39 and 4.40 were used for the determination of SDCSs. How-
ever, in cases where the double measurement technique did not result in appreciable
metastable fraction differences, we used Eqs. 4.41 and 4.42, after re-normalizing the
metastable fractions according to the method described in Appendix E.
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Chapter 5

SIMION Simulations

SIMION is a software package used to study electrostatic fields and orbits of charged
particles within these fields [142]. SIMION uses electrodes in a certain configuration,
voltages, and particles with defined initial conditions. The chosen configuration
delimits the potential arrays and defines the geometry of the simulation.

In detail, the first step in solving a problem involves defining the geometry of a
three-dimensional space. This is where all the required elements, such as electrodes,
lenses, and detectors, will be positioned. The three-dimensional space is discretized
into a three-dimensional grid, and the potential at each point is calculated for each
element in the layout. The calculation is performed using the relaxation method,
which approximates the solution of the Laplacian equation.

To calculate the potential at a specific point, SIMION considers the six closest
points in the three-dimensional space and calculates their mean value. This process
is repeated for every point in the grid. The solutions of the Laplacian equation are
stored in separate files, and the final solution is obtained by combining the solutions
of each element, multiplied by their respective potentials.

The resulting solution, representing the potential distribution, is saved in a sepa-
rate file in the computer’s RAM. This allows for faster calculation of ion trajectories
based on the defined potentials within the simulated environment. For the ZAPS
geometry, which has been integrated within the SIMION environment with a design
accuracy of 0.254 mm per grid unit (see Fig. 5.1), a numerical code has been built in
the Lua programming language to simulate the electron emission and the measure-
ment process. There, a large number (typically ∼ 105−106) electron trajectories are
generated from random positions within the gas cell area with the required energies
and random solid angles limited to the detection geometry. This way, the electron
emission process following the interaction of the ion beam with the gas target is sim-
ulated in accordance to a Monte Carlo type approach. In a next step, the electrons
that are detected on the PSD area are used to obtain the energy spectrum after
considering the spectrograph operation voltages and the energy calibration process.
Finally, the spectra are transformed to the projectile frame following the laboratory
frame transformations discussed in Section 2.2, for a direct comparison with the
corresponding DDCS measurements.

The Monte Carlo simulations performed in this study served multiple important
purposes. Firstly, they were utilized for fitting the simulated results to the experi-
mental DDCSs of Auger peaks. This fitting process enabled us to most-accurately
determine the SDCSs of the Auger peaks. Furthermore, the simulations played a
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Figure 5.1: 3D illustration of the ZAPS setup integrated into the SIMION optics
package environment. The key components, gas cell, entry lens, HDA, and PSD,
are indicated.

crucial role in determining the effective solid angle correction factor of the spectro-
graph and compare with the corresponding experimental findings. Additionally, the
Monte Carlo simulations were instrumental in investigating the parameters of the
spectrograph, since they allowed us to validate the overlapping of adjacent energy
windows, which is crucial for measuring the continuum electron spectra, such as the
BEe and cusp peaks. Moreover, the simulations played a key role in determining the
beam energy width by comparing the simulated peaks with high-resolution Auger
spectra. Thus, they provided valuable insights and highlighted the usefulness of
KLL Auger spectroscopy as a tool for beam diagnostics.

In summary, the Monte Carlo simulations performed within the SIMION envi-
ronment for this study had a multifaceted impact on our research. In the following
subsections, we will provide a detailed account of how these simulations were utilized
for each case described above.

5.1 Determination of the Electron Yield

Traditionally, fitting software can be employed to determine the electron yields,
which are then used to determine SDCSs, according to Eqs.4.39, 4.40. These pro-
grams, fit known distributions to the Auger peaks and integrate them with respect
to energy. However, caution must be exercised as these fitting processes rely on
a least square method and may yield multiple mathematically correct solutions,
some of which may not be physically meaningful. Additionally, the 4P Auger line
does not conform well to any standard mathematical distribution, necessitating the
convolution of two or three distributions for fitting.

While fitting tools can be useful for online analysis during experiments, they
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can be cumbersome when accurate results are required. In contrast, our team has
developed a Lua program that takes into account all experimental parameters and
simulates the Auger energy distributions, except the 2D, utilizing theoretical Auger
energies and lifetimes of the Li-like doubly-excited states (1s2s2l 2,4L) and pseudo-
random Lorentzian distributions [16]. This program enables a comprehensive sim-
ulation of the Auger lines, which can then be normalized in height to match the
experimental DDCS data. As shown in Fig. 5.2, the simulated peaks closely match
the experimental peaks, with the simulated 4P peak accurately capturing its unique
shape. By directly integrating the simulated peaks, the SDCS can be determined.
For the 2D state, a straightforward integration is performed on the experimental
data.

Figure 5.2: DDCS Auger electron spectrum for the collision system
12 MeV O6+ + He. Symbols: Data; Line: SIMION simulations.

It should be noted that the asymmetry observed in the 1s2s2p 4P peak is at-
tributed to the different lifetimes of its three J-levels [15]. Consequently, each J-level
was simulated individually, and the final distribution S(4P ) was obtained by statis-
tically averaging over all three J-levels according to the formula

S(4P ) =
∑
J

(2J + 1)∑
J(2J + 1)

S(4PJ) . (5.1)

and shown in Fig. 5.3. It is noteworthy that our SIMION modeling accurately
reproduces the asymmetry of the peak as can be clearly seen in Fig. 5.2.

5.2 Determination of the Effective Solid Angle Cor-
rection Factor GτJ

The determination of the GτJ correction factor was achieved through Monte Carlo
simulations conducted in the SIMION package [13]. This process is based on a simple
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Figure 5.3: SIMION simulation of the 1s2s2p 4P Auger peak distribution for a
collision energy of 12 MeV and O6+ projectiles. The plot displays the contributions
from the different J-levels as well as their statistical average. Blue dashed line:
J = 5/2; Red dash-dotted line: J = 3/2; Green dotted line: J = 1/2; Black solid
line: statistical sum. Taken from [16].

concept: By simulating the behavior of Auger electrons, we can calculate the ratio
of observed electrons coming from a long-lived J-level to the number of the electrons
coming from a prompt state with the same initial population. This ratio defines the
effective solid angle correction factor GτJ for each J-level. By statistically averaging
these correction factors over all J-levels, we obtain the J-averaged correction factor
Gτ .

In detail, the number of observed Auger electrons, for a number of N0 initially
populated projectiles for each J-level is:

N e
obsJ

≃ ξJN0∆ΩJ(L, VpτJ , Lc) . (5.2)

However, the actual number of detected electrons should be calculated as:

N e
trueJ

≃ ξJN0∆Ω0(s0, Lc) . (5.3)

Dividing Eqs. 5.2, 5.3, results in:

N e
obsJ

N e
trueJ

=
∆ΩJ(L, VpτJ , Lc)

∆Ω0(s0, Lc)
≡ GτJ , (5.4)

and the J-averaged correction factor Gτ can be determined according to Eq. 4.35.
To gain a deeper understanding of the functional behavior of GτJ , we performed

analytical calculations using the Mathematica package based on Eqs. 4.32, 4.33, 4.34,
and 4.18. These calculations were independent of the deceleration factor and relied
solely on geometrical and temporal parameters. In our approach, we introduced a
restriction on the solid angle by setting a maximum value θmax. We then varied
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θmax to match the analytical results with the value of Gτ obtained from SIMION
simulations. In this way, we obtained the value of θmax = 2.2◦ for the deceleration
factor of F = 4[15]. Thus, the analytical solution presented in Fig. 4.12 serves
as a chart for estimating any GτJ correction factor as well as the corresponding
J-averaged correction factor Gτ of a long-lived state.

5.3 Overlapping of Consecutive Energy Spectra

Recently, we have initiated studies involving continuum electron spectra, specifically
focusing on the cusp and BEe peaks. These peaks exhibit a wide energy range,
which cannot be recorded in one energy window by our spectrograph. We Note that
a ZAPS spectrum can be recorded in one energy window covering an energy range
of about 20% of the tuning electron energy for deceleration factor of F = 1.

To overcome this limitation, we employ a technique where we record multiple
overlapping electron spectra and subsequently stitch them together to obtain a larger
spectrum. In Fig. 5.4, we present an example of a spectrum showcasing the cusp
electron peak recorded from collisions of 1.5 MeV protons with helium. The figure
demonstrates the combination of four adjacent energy windows with tuning energies
W , 585, 685, 800, and 940 eV, along with a data averaging to enhance the visibility
of the cusp peak.

Figure 5.4: DDCS electron spectrum of cusp electron peak for the collision system
1.5 MeV p + He. Multi-coloured circles: Four overlapping energy windows; Black
triangles: Averaging.

To validate the process of recording and combining overlapping spectra, we con-
ducted SIMION studies in which we simulated ZAPS measurements using the Monte
Carlo approach. The simulations involved generating electrons with initial kinetic
energies described by a Gaussian distribution with FWHM greater than 200 eV. We
simulated various broad Gaussian peaks centered at energies of 1000 eV and 2000
eV, each with different FWHM values.
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In a next step, we energy calibrated the raw SIMION data by employing narrow
Gaussian peaks with a FWHM of 2 eV at various energies to cover the entire area
of the PSD. By determining the center of these peaks in terms of PSD-x dispersion,
we obtained a calibration curve, which relates the energy of the electrons to their
corresponding PSD positions. The calibration curves were fitted with a quadratic
function, allowing us to determine the coefficients a, b, and c, as already described
in Eq. 4.1.

It is worth noting that when simulating narrow Gaussian peaks for calibration
purposes, a relatively small number of electrons (approximately 10k per run) was
sufficient to obtain accurate calibration curves. However, for simulating broader
peaks, a larger number of electrons (∼ 250k) was required to ensure high statistical
accuracy in the resulting spectra. This was achieved by performing a frequency
count with a binning of 0.185 mm, effectively dividing the PSD area into 255 bins.
By generating this larger number of electrons and employing appropriate binning,
we were able to obtain simulated spectra that closely resemble the experimental
ones, i.e. consisting of 255 bins (256 in the experiment).

Fig. 5.5 depicts the calibration curves recorded for this study at different tuning
energies W . To determine the calibration factors a, b, and c, these curves were fitted
with quadratic functions. Subsequently, the universal calibration factors A, B, and
C for F = 1 were determined using Eqs. 4.2, 4.3, 4.4 and given in Fig. 5.6.

Figure 5.5: Simulated calibration curves determined with SIMION. Different sym-
bols indicate different energy windows.

It should be noted that a direct comparison between the simulated calibration
factors A, B, and C and those derived from experiment is not viable. This is because
the simulation provides the exact position in millimeters of the simulated electron,
while the experimental calibration curves are functions of the PSD channel number.
The calibration curves are inherently different due to the different measurement
systems used in simulation and experiment, thus a straightforward comparison is
not feasible. Even though, such a comparison is not necessary for the purpose of
this study, as the simulation only serves as a tool to understand and analyze the
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Figure 5.6: Universal factors A (up), B (middle), C (bottom) as a function of the
PSD x - position, for deceleration factor F = 1 and various tuning energies W (black
dots). Red dashed lines correspond to their mean values.

behavior of the system.
In Fig. 5.7, we present an example where we recorded a Gaussian distribution

centered at 1000 eV with a FWHM of 200 eV. To capture the complete distribution,
we employed the technique of recording overlapping energy windows. In this case,
we measured five overlapping energy windows with tuning energies of W = 880, 900,
1000, 1100, and 1200 eV. Each of these energy windows was individually measured,
energy calibrated, and then pieced together to obtain the complete spectrum. Fi-
nally, we compared the simulated spectrum with the initial Gaussian distribution
used for the simulation. This comparison allowed us to assess the effectiveness of
the recording and overlapping process and validate its agreement with the simulated
distribution.

The results clearly demonstrate that the energy windows overlap perfectly, ac-
curately reproducing the initial Gaussian distribution. It is important to note that
although the convolution of the Gaussian peak with the response function of the
spectrograph can be a concern, it is not an issue in this case. The response func-
tion is very narrow, typically around 2 eV, which is much smaller compared to the
broader Gaussian distribution.

The successful implementation of the overlapping technique, as demonstrated in
the SIMION simulations, provides strong evidence for the validity of the analysis
performed to determine the experimentally measured DDCS of continuum spectra,
such as the cusp and BEe peaks.
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Figure 5.7: Simulated Gaussian distribution with a FWHM of 200 eV centered at
1000 eV. Multicoloured circles: Simulated data at different energy windows W ; Black
line: SIMION Gaussian distribution.
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Chapter 6

Cusp electrons

6.1 Background and Motivation

The ionization of a target atom by a bare ion involves three primary processes, each
giving rise to distinct peaks, as shown in Fig. 6.1: (a) the soft electron peak, (b)
the cusp electron peak, and (c) the binary encounter electron (BEe) peak. The soft
electron peak occurs during glancing collisions characterized by low energies and
momentum transfers. In these collisions, the influence of the target atom on the ac-
tive electron outweighs that of the projectile. The qualitative understanding of the
soft electron peak has been developed since the early days of quantum mechanics,
providing insights into the dynamics of ionization processes. On the other hand,
in binary collisions, the active electron does not interact with the target atom but
instead scatters off the projectile in a head-on collision. The target atom merely
contributes to the initial velocity distribution of the electron. This type of ioniza-
tion process is known as a binary encounter collision, and the corresponding peak
is referred to as the binary encounter peak. The BEe emission spectra are crucial
benchmarks where classical and quantum theories are expected to converge, espe-
cially for high-velocity (v > Vp) bare-ion projectiles colliding with atomic targets
[152].

A third peak, namely the cusp electron peak, is observed when the velocity of
the emitted electron matches that of the projectile (Vp ≃ ve). This peak arises
from electrons that become trapped in low-lying continuum states of the projectile.
Depending on the collision system, the cusp electrons can stem from two competing
processes. In the first process, the active electron is ionized from the target atom
and subsequently captured into low-energy continuum states of the projectile. This
ionization process may occur with or without the emission of a photon. The former
is referred to as electron capture to the continuum (ECC) [83], while the latter is
known as radiative electron capture to the continuum (RECC) [167]. In the second
process, applicable only to non-bare projectiles, the emitted electron originates from
the dressed ion and is ionized to the continuum of the projectile during the collision
with a target atom. This process is termed electron loss to the continuum (ELC)
[168]. It is important to note that in MeV/u collisions, the cusp peak is predomi-
nantly influenced by the ECC and ELC processes. Additionally, the identification of
electrons originating from ELC requires the application of a coincidence condition
between the observed electron and the up-charged projectile to ensure unambiguous
identification.
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Figure 6.1: Example of DDCS electron spectrum demonstrating the different elec-
tron production processes, i.e., soft collisions (SC), electron capture to the contin-
uum (ECC), and binary encounter (BE). The spectrum was determined through
CDW-EIS calculations for collisions of 1.5 MeV F9+ + He. Taken from [5].

74



The observation of two-center effects dates back 50 years [169], marking an im-
portant milestone in the field. The pioneering investigation of the ECC peak can
be credited to the experimental work conducted by Crooks and Rudd [83]. The-
oretical interpretations by Salin [170] and Macek [171] further shed light on this
phenomenon. Subsequently, a wealth of experimental data and theoretical treat-
ments have significantly contributed to our understanding of the underlying physics
behind cusp electrons. Noteworthy contributions in this area come from the pioneer-
ing theoretical efforts of Shakeshaft and Spruch [172–174], who have made significant
strides in advancing our knowledge on the subject matter.

Observations of ECC and ELC processes contributing to the cusp peak have
been made possible through experiments conducted at tandem Van de Graaff ac-
celerators using low Z projectile ions and collision energies in the few MeV/u range
[175–178]. Recent studies have expanded the understanding on ECC by investigat-
ing various factors: (a) the acceptance of electron solid angles [86], (b) the impact
parameter [87], and (c) the recoil momentum of the target [88]. Surprisingly, exper-
iments involving neutral He projectiles in target ionization studies have revealed the
formation of a cusp-shaped peak [93, 179], while classical trajectory Monte Carlo
calculations considering antiproton impacts have predicted the formation of a dip or
anti-cusp at electron velocities close to the projectile velocity [180]. The advent of
heavy-ion accelerators has further enabled investigations into the collision dynamics
of these processes promoting the investigation of cusp electrons near the relativistic
regime [89–92, 181, 182]. All these studies pushed the boundaries of existing theories
and inspired the development of new ideas for further advancements in the field.

While there have been numerous experimental studies on electron emission that
include the ECC cusp peak [3, 175, 176], only a limited number of investigations
have focused on collisions of bare projectiles with heavy atomic targets [183]. Fur-
thermore, most of these studies were conducted for collision energies ranging from
50 to 500 keV/u [86, 87, 184–188]. Notably, Biswas et al. performed a systematic
study at 6 MeV/u collision energy using carbon bare ions in collisions with He and
Ne targets to compare distorted wave (DW) theories [189] with experimental results.
However, there were no measurements at zero degrees emission that could expose
the features of the ECC process. Considering that Coulomb ionization dominates in
the MeV collision energy range, ECC studies between bare ions and multielectron
targets in energetic collisions offer stringent tests of theories, providing insights into
the dynamics of the active electron and the role of passive electrons in the ionized
atomic target.

Moreover, while collisions with pre-excited ions delivered by various types of
accelerators have been used for studies on fundamental collision processes [190–
195], the processes of ECC and ELC have not been thoroughly examined in such
collisions. The dynamics of these processes depend on the combined long-range
Coulombic fields of the projectile and the target, leading to a characteristic cusp-
shaped peak in the DDCS electron spectra observed around zero degrees with respect
to the projectile beam and with emission velocities close to the projectile velocity.

In light of these aspects, our study aims to address these challenges through
a comprehensive experimental investigation of such collision systems. Our work is
complemented by state-of-the-art DW theories, aiming for an in-depth analysis and
understanding of the underlying physics in the fundamental processes of ECC and
ELC.
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6.2 The CDW and CDW-EIS Approximations

The cusp-shaped peak has been effectively described by continuum distorted wave
(CDW) and continuum distorted wave-eikonal initial state (CDW-EIS) theories [84].
Over the last few decades, these distorted wave theories have been extensively de-
veloped to elucidate intriguing experimental findings concerning cusp electrons.
Nonetheless, these models have found crucial practical applications, especially in
collisions involving protons or highly charged ions (HCIs) with molecules of biolog-
ical interest [196–198]. For instance, when HCIs interact with biological tissues, a
substantial number of low-energy electrons is generated. Understanding the role of
these secondary electrons in radiation damage is crucial for radiation therapy, and
DW theories have played a pioneering role in related studies. Consequently, it is
imperative to continue advancing DW theories to further address their application
in these important areas, but also in understanding in detail the physical mecha-
nisms behind fundamental processes. In this section, we will briefly discuss a few key
aspects of the DW theories and highlight their advancements through the present
studies.

6.2.1 CDW Theory

The CDW theory, initially developed for the study of single electron capture and
ionization from monoelectronic targets by bare projectile impact [199–201], has been
extended to include multielectronic targets [202, 203]. This extension is based on the
concept that a multielectronic system can be effectively reduced to a monoelectronic
one within the framework of the independent electron model. Within this model,
the target potential, denoted as VT , is expressed as a combination of the Coulomb
interaction between the active electron, i.e., the one to be ionized, the target nuclear
charge ZT , and the electrostatic interaction between the active electron and the
passive electrons, denoted as Vαp, which remain in their initial subshells throughout
the collision process [21]:

VT (x) = −ZT

x
+ Vαp(x) . (6.1)

The CDW approximation is a first-order approximation in a distorted-wave se-
ries, where the initial and final distorted waves are proposed as:

x+
i (x, t) = Φi(x, t)L+

i (s) (6.2)
= ϕi(x) exp (−i εit)L+

i (s) , (6.3)

and

x−
f (x, t) = Φf (x, t)L−

f (s) (6.4)

= ϕf (x) exp (−i εf t)L−
f (s) , (6.5)

Here, s represents the active electron coordinate in the projectile reference frame.
In Eqs. 6.2, 6.4, Φi(x, t) and Φf (x, t) represent the solutions of the time-dependent
target Schrödinger equation for the initial bound and final continuum states, respec-
tively. In Eq. 6.3, εi denotes the electron energy in the initial bound state, while in
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Eq. 6.5, εf = 1
2
k2 represents the electron energy in the final state, where k is the

linear momentum of the ejected electron in the target reference frame.
The initial distortion is proposed as:

L+
i (s) = N

(
Zp

v

)
1F1

[
i
Zp

v
; 1; i (vs+ v · s)

]
, (6.6)

whereas the final distortion is chosen as:

L−
f (s) = N∗

(
Zp

p

)
1F1

[
−i

Zp

p
; 1;−i (ps+ p · s)

]
, (6.7)

where v is the projectile velocity, p = k−v is the ejected electron momentum in the
projectile reference frame, and N(a) = exp(πa/2)Γ(1 + ia) (with Γ being the Euler
Gamma function) is the normalization factor of the 1F1 hypergeometric function.

The initial bound state of the target ϕi and its binding energy εi in Eq. 6.3
is calculated by means of Roothaan-Hartree-Fock atomic wavefunctions [31, 204].
On the other hand, the target final continuum state ϕf is chosen as an analytical
hydrogen-like continuum function:

ϕf (x) =
1

(2π)3/2
exp (i k · x)

×N∗(λ) 1F1 [−i λ, 1,−i (kx+ k · x)] , (6.8)

with λ = Z̃T/k, where Z̃T is an effective or net target charge to be chosen. This
approximation has been previously used with success for electron capture [201]. It
implies the replacement of the target potential by effective Coulombic ones for each
target orbital in the final channel. However, this implies the loss of orthogonalization
between initial and final states.

Finally, the double differential cross section in electron emission energy (Ek) and
solid ejection angles is obtained as [205]:

d2σ±

dEkdΩk

= k

∫
dη
∣∣R±

if (η)
∣∣2 , (6.9)

R±
if (η) being the scattering matrix element as a function of the transverse momen-

tum transfer η, with the − and + sign denoting its prior and post form, respec-
tively. The transition amplitude obtained with the prior version of the CDW theory
is known to have intrinsic divergences that forbid its correct integration to obtain
the differential cross sections [206].

The post CDW operator WCDW− is given by

WCDW−
f χ−

f = Φf (x, t)
[
∇x lnϕf (x) · ∇sL−

f (s)
]
+ ṼT (x)χ

−
f , (6.10)

where the first term is the well known post CDW perturbative operator and the
second one is related to an additional potential left unsolved by the choice of ϕf

ṼT (x) = −(ZT − Z̃T )/x+ Vap(x) , (6.11)

with Vap(x) being the interaction between the active electron and the passive ones
[205].
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The potential ṼT is typically not considered in the conventional post version
of the CDW theory. In this version, we utilize an effective charge Z̃T = ni

√
−2εi

[201], where ni represents the principal quantum number of the initial bound sub-
shell. This effective charge accounts for the hydrogen-like continuum behavior of the
residual target continuum final state. However, to incorporate the non-Coulombic
interaction between the active and passive electrons, a more comprehensive CDW
approximation includes the ṼT potential.

Following the work of [204] we consider ṼT in terms of a Green, Sellin, and Zachor
(GSZ) analytical parametric potential [29], and re-write Eq. 6.11, giving:

ṼT (x) = −(q − Z̃T )

x
− (ZT − q)

x
Ω(x) , (6.12)

with
Ω(x) =

[
H
(
ex/d − 1

)
+ 1
]−1

, (6.13)

q = ZT − N being the net charge of the target, with N the number of passive
electrons, and d and H(= d × K) parameters dependent on ZT and N [29]. The
parameters used for each target in this work are shown in table 6.1.

Table 6.1: Parameters d (a.u.) and K (a.u.) of the GSZ potential for the different
targets considered, extracted from [29].

Target d K

He 0.381 1.77
Ne 0.558 2.71
Ar 1.045 3.50

The transition amplitude for the post version of CDW is:

R+
if (η) = −i

4π2

v
Fa+(K) ·Ga+(K) , (6.14)

where K is the momentum transfer in the center of mass of the system. Explicit
expressions of Fa+ and Ga+ can be found in [206].

To address the issue of dynamic screening and overcome the inherent divergences
encountered in the post version of the CDW theory, a comprehensive hybrid approach
has been proposed [206]:

R+
if (η) = −i

4π2

v

[
Fa+(K) ·Ga+(K)+ F b+(K)Gb+(K)

]
.

Explicit expressions of Fa+, F b+, Ga+ and Gb+ can be found in [206]. In Gb+ of
Eq. 6.15, L+

i is considered as an Eikonal phase given by:

lim
vs→∞

L+
i (s) ≡ LEIS+

i (s) = exp

[
−i

ZP

v
ln (vs+ v · s)

]
. (6.15)

6.2.2 CDW-EIS Theory

The CDW-EIS theory was initially introduced by Crothers and McCaan [207] to ad-
dress the issue of the lack of normalization of the initial channel projectile distortion
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in the study of electron ionization by bare ions. In this theory, the initial channel
projectile distortion is proposed as:

LEIS+
i (s) = exp

[
−i

ZP

v
ln (vs+ v · s)

]
. (6.16)

The final channel projectile distortion is considered as in Eq. 6.7.
The prior version of the CDW-EIS approximation is free of any divergences and

the perturbative operator WEIS+ results as:

WEIS+
i χ+

i = Φi(x, t)

[
1

2
∇2

sL+
i (s) +∇x lnϕi(x) · ∇sL+

i (s)

]
. (6.17)

The initial bound and final continuum target wavefunctions are considered as in
the above mentioned CDW theory. Explicit expression for the prior CDW-EIS
transition amplitude can be found elsewhere [205].

Instead of approximating the final target continuum with an effective Coulomb
potential, the CDW-EIS theory employs numerical solutions of the target Schrödinger
equation to obtain the initial bound and final continuum target wavefunctions. The
procedure for calculating the transition amplitude within this theory was demon-
strated by Gulyás et al. [208], resulting in the numerical version of CDW-EIS.
Importantly, this approach maintains the orthogonality between the initial bound
and final continuum target wavefunctions. It should be noted that in the calcula-
tion of the initial bound states in this numerical version of CDW-EIS, the binding
energies εi for each subshell are taken from the values provided by Clementi and
Roetti [31].

6.2.3 Distorted Wave Theories for Dressed Projectiles

The extension of distorted wave theories to electron emission in collision systems
involving dressed projectiles has been studied in [209]. In such cases, the projec-
tile potential is modeled as the combination of a long-range Coulombic potential
and a screened short-range potential. The screening function, which governs the
short-range interaction, depends on parameters that have been tabulated for a wide
range of ground state ions [29]. However, for the specific case of the O6+(1s2s)
excited state examined in this study, the necessary parameters were not available
in existing tabulations. Therefore, we have performed calculations to determine the
corresponding potential. The projectile potential is then determined by considering
the interaction between the target’s active electron and the projectile nucleus, as
well as its interaction with the averaged electronic distribution of the projectile’s
electrons. Finally, the total potential, resulting from the combined effects of elec-
tronic repulsion and nuclear attraction, is expressed as a long-range term with an
asymptotic net charge, along with a short-range screened potential.

The excited state 1s2s projectile orbitals were derived using the Hartree-Fock
wavefunctions as described in [210]. This approach extends beyond the determina-
tion of ground states, as previously reported in [31], and enables the representation
of lower excited states of atoms and ions with up to 18 electrons. The analytical
form obtained through this method closely approximates the numerical solutions,
allowing for a convenient description of each shell in terms of Slater orbitals.
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Furthermore, in the context of the CDW-EIS framework for dressed projectiles,
we also incorporate a dynamic effective charge for the final-channel projectile con-
tinuum factor, as proposed in the recent work [93]. This allows us to account for col-
lision dynamics where the nuclear charge of the projectile is not completely shielded
by its bound electrons, which is applicable in the current scenario. The dynamic
effective charge is determined based on the projectile form factor, and as a result,
it varies depending on the electronic configuration of the projectile. Consequently,
excited state projectiles exhibit less screening, implying that their potential is more
spatially extended.

According to the above considerations we have calculated the target ionization
by ground or excited state projectile impact, particularly the ECC process. Then,
for the ELC we reverse the collision system and then transform the DDCS from
the projectile reference frame to the laboratory one [84]. Finally, the simultaneous
ionization of both collision aggregates is estimated by means of their single-ionization
DDCS and total cross sections, as done in [211].

6.2.4 Comparison of Distorted Wave Theories with Experi-
mental Double Differential Cross Sections

We performed a detailed comparison of the DW theories with experimental DDCSs
in our study. The experimental setup of the spectrograph allowed us to detect
electrons emitted within a polar angle range of θmax = 0.4◦ relative to the projectile
velocity.

It is important to note that the peak position of the DDCS is determined by a
mathematical pole, and as a result, its height is susceptible to variations depending
on the integration process. In order to provide a meaningful comparison between
our theoretical calculations and the experimental data, there are cases where we
performed an averaging of our theoretical zero-degree DDCS calculations over the
experimental polar angle θ. However, this averaging process mainly influences the
height of the cusp peak in the pole region, while leaves the cusp wings essentially
unaffected.

This phenomenon has been thoroughly demonstrated in [5], where an integration
analysis has been carried out, as depicted in Fig 6.2. The results revealed that
the net zero-degree calculation yields a cusp peak cross section that surpasses the
integrated calculation, leading to a reduction in the overall magnitude of the cusp
peak. Notably, the integration process primarily impacts the central region of the
cusp peak, while the wings of the peak remain unaffected.

Additionally, we did not convolute our DDCS calculations with the experimental
resolution, which was approximately ∆E/E ≃ 1%. This decision was made due to
the fact that the energy step of our calculations was of the same order as the exper-
imental resolution. Therefore, convoluting the calculations with the experimental
resolution would not have provided any measurable additional information.

6.3 Preliminary Studies

Low energy resolution is sufficient for measuring the cusp continuum, eliminating the
need for high resolution energy measurements. Consequently, our spectrograph was
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Figure 6.2: CDW-EIS DDCS calculations for the collision system 1.5 MeV p + He:
(Black line) Calculation at zero degrees, (Blue Line) Angular integration of DDCS
(∆θ = 0.8◦). The calculations were performed utilizing the Ion-Atom/Argon Pro-
gram [17–20].

operated in low-resolution mode (F = 1). In this configuration, an electron spectrum
covers approximately 20% of the tuning energy range. To capture the entire cusp
peak, multiple energy windows were recorded at the corresponding tuning energies
and subsequently combined [21].

An illustration of combining four overlapping energy windows for the collision
system 1.50 MeV p + He is presented in Figure 6.3. The overlapping energy windows
correspond to tuning energies of W = 585, 685, 800, and 940 eV. To account for
background noise, spectra were also obtained without the target gas and subtracted
from the spectra obtained with the gas target. The resulting spectra were then
obtained calibrated using the established energy vs. channel calibration formulas,
described in Section 4.2, followed by the DDCS determination using Eq. 4.6.

To ensure single collision conditions, the target gas pressure was appropriately
adjusted. Due to the large number of detection channels in each energy window, a
weighted averaging of the data was performed to enhance the visibility of the cusp
peak. In Figure 6.3, the multicolored open circles represent the averaged data with
statistical uncertainties within the size of the symbol. No statistical error bars are
shown in the four overlapping energy windows for clarity. Overall, our measurements
have an inherent absolute uncertainty of about 15%. The obtained DDCS spectrum
is then compared to older measurements reported in [3], demonstrating a very good
agreement. We mention that the data in [3] were obtained using a tandem parallel
plate spectrometer with a smaller solid angle compared to our spectrograph, which
explains the larger DDCS values at the cusp peak maximum.
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Figure 6.3: DDCS electron spectra measured at zero degrees with respect to the
projectile velocity for collisions of 1.50 MeV protons with He. Triangles: Experi-
mental data obtained in this work. Diamonds: Experimental data retrieved from
[3]. Multicolored circles: The four overlapping energy windows covering the ECC
cusp peak, the weighted average of which corresponds to the triangles (see text).
Taken from [21].

6.4 Collisions with Bare Ions

This section focuses on a comparative study between the calculations of DW theories
and the corresponding electron DDCS measurements at zero degrees emission angle
for collisions of deuterons with multielectron Ne and Ar gas targets [21]. Ion-atom
collision processes inherently involve complex many-body interactions, requiring the
modeling of both target and projectile electrons. To establish benchmark calcula-
tions for collision models, He atoms are often considered due to their simpler two-
electron ground state. In addition to the Ne and Ar gas targets, we also conducted
measurements for the collision system of 1.50 MeV deuterons with He gas targets,
spanning the energy range from the cusp peak to the BEe peak. The experimental
DDCS electron spectra, along with the results from the examined DW theories, are
presented in Fig. 6.4.

Fig. 6.4 demonstrates a generally similar behavior among the DW theories, with
noticeable but significant differences, particularly in the low energy wing of the
ECC cusp peak. At the high energy wing of the BEe peak, the theories converge.
However, variations become more pronounced at the peak maximum. By comparing
the absolute normalization of our measured electron yield to the BEe peak obtained
from DW calculations, it is apparent that CDW-EIS-numerical calculations provide
a better fit to the measurements.

It is worth noting that a recently developed four-body CDW-EIS theory demon-
strates improved agreement with DDCS measurements involving proton collisions
with He targets [212]. However, this approach is not included in this study as it is
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Figure 6.4: DDCS electron spectra measured at zero degrees with respect to the pro-
jectile velocity for collisions of 1.50 MeV deuterons with He. Symbols: experimental
data. Lines: DW theories calculations (see Section 6.2). The spectral locations of
the cusp and BEe peaks are depicted. Taken from [21].

only valid for two-electron targets. Regarding the electrons in the valley between
the cusp and BEe peaks, all DW theories tend to underestimate the experimental
DDCS.

Figure 6.5 displays the experimental DDCS obtained in collisions of deuterons
with Ne and Ar gas targets at collision energies of 1.50, 3.00, and 6.00 MeV, along
with the corresponding DDCS calculations from the DW theories. The experiments
were conducted under identical conditions for each target, with the exception of the
gas pressure, which was adjusted to ensure single collision conditions. To adequately
capture the cusp peak, four overlapping energy windows were combined for the 1.50
and 3.00 MeV collision energies, while three energy windows were used for the 6.00
MeV collision energy.

At the 1.50 MeV collision energy with the Ne target, the CDW-post results de-
viate the most from the other theories, exhibiting the lowest DDCS value and lesser
agreement with the experimental data. The remaining DW theories, CDW-EIS-
numerical, CDW-EIS-prior, and CDW-post-hybrid, show a slight overestimation of
the high energy wing of the ECC cusp peak and demonstrate close agreement with
each other. However, at the low energy wing of the ECC peak, CDW-EIS-numerical
exhibits better agreement with the experimental measurements, while CDW-EIS-
prior and CDW-post-hybrid display similar behavior but with lower DDCS values.
This qualitative behavior of the four considered theories remains consistent as the
collision energy increases.

The behavior observed for the Ar target differs to some extent compared to the
Ne target. At the 1.50 MeV collision energy, all the considered theories yield very
similar results, showing good agreement with the low energy wing of the ECC cusp
peak. However, there is an overestimation of the DDCS in the high energy wing by all
theories. In contrast, at higher collision energies such as 3.00 MeV and particularly
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Figure 6.5: Electron DDCS measured at zero degrees with respect to the projectile
velocity for collisions of: [top] 1.50 MeV; [middle] 3.00 MeV; [bottom] 6.00 MeV
deuterons with [right] Ne and [left] Ar gas targets. The symbols correspond to the
experimental data and the lines to the calculations of: (blue dash-dot-dotted line)
CDW-post, (green dash-dotted line) CDW-EIS-prior, (black dashed line) CDW-
post-hybrid, (red line) CDW-EIS-numerical. Taken from [21].
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at 6.00 MeV, the theoretical results exhibit the qualitative behavior described earlier
for the Ne target. These differences can be attributed to the contributions of different
atomic subshells to the ECC process, which depend on the collision energy. Further
details on these effects will be discussed below.

It is worth noting that the representation of the initial bound state has been
shown to have a significant influence on the description of electron emission spectra
[213]. An optimized potential model can be used instead of a Hartree-Fock-Slater
model to calculate the initial state. It would be interesting to explore how the choice
of initial bound state representation affects the asymmetry and height of the ECC
cusp. This investigation could provide valuable insights into the sensitivity of the
calculated results to the modeling of the initial state and help further refine our
understanding of the electron emission process. While this subject remains an open
question as it was beyond the scope of this study, and rather serves as an invitation
for future research endeavors.

In our pursuit of a deeper understanding and a comprehensive analysis, we ex-
tended our investigation to explore the collision energies within the range of 1.25
to 2.00 MeV. Previous studies utilizing proton beams have reported the crossing of
SDCSs for ECC as a function of collision energy in the range of 0.625 to 1.00 MeV
for Ne and Ar targets [183]. For deuterons, this corresponds to the collision energy
range of 1.25 to 2.00 MeV. Remarkably, this particular energy region has not been
adequately detailed in the existing literature to the best of our knowledge, making it
an unexplored domain that presents a rigorous challenge for the DW theories under
examination.

In Fig.6.6(top), we present our experimental DDCS for the collision system
of deuterons with Ne and Ar targets at collision energies of 1.25, 1.50, 1.75, and
2.00 MeV. It is evident that the DDCS for Ne is initially larger than that for Ar at
the collision energy of 1.25 MeV, but it becomes smaller at the collision energy of
2.00 MeV. A subtle change in the magnitude of the DDCS for Ne and Ar is observed
between the collision energies of 1.50 and 1.75 MeV, consistent with the findings
reported in [183] for the corresponding SDCS results. This distinctive feature, re-
vealed in the detailed level of the DDCS, can be unequivocally attributed to the
contribution of the atomic subshells of the targets to the ionization process. Our
theoretical results demonstrate that only the CDW-EIS-numerical theory can ac-
curately reproduce this experimental result, whereas the other three CDW theories
qualitatively capture the effect to some extent, but only at lower collision energies.
In Fig.6.6(bottom), we present our DDCS calculations for the CDW-EIS-numerical
theory, comparing them to the corresponding experimental measurements.

The successful reproduction of the change in the magnitude of the DDCS for Ne
and Ar by the CDW-EIS-numerical theory highlights the importance of investigating
the contributions of different atomic subshells to the ionization process. In Fig.6.7,
we present CDW-EIS-numerical calculations that explore the contributions of the
Ne and Ar atomic subshells to the formation of the ECC cusp peak in collisions with
1.25, 1.50, 1.75, 2.00, 3.00, and 6.00 MeV deuterons. The calculations consider the
contributions of different magnetic quantum numbers of nl subshells by averaging
over them. Generally, it can be argued that the relative contribution of each subshell
to the ECC peak is primarily influenced by factors such as the relation between the
electron linear velocity in the specific initial subshell and the projectile velocity,
the subshell binding energy, and the number of electrons in that subshell. Detailed
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Figure 6.6: Electron DDCS measured at zero degrees with respect to the projectile
velocity for collisions of 1.25-2.00 MeV deuterons with Ar (red) and Ne (blue) gas
targets. The symbols correspond to the measurements and the lines to the calcu-
lations of the CDW-EIS-numerical theory. The small peak around 800 eV in the
Ne spectrum of 2.00 MeV collision energy corresponds to the Ne-KLL Auger lines.
Taken from [21].

information on subshell binding energies, velocities, as well as projectile energies
and velocities, can be found in Table6.2. However, it is important to note that these
relations serve as a general guide and cannot provide precise predictions.

From Fig.6.7 (top), we observe that in the case of Ne, the contributions from the
2p and 2s subshells decrease as the collision energy increases, with the 2p subshell
exhibiting a faster decrease. The one-order-of-magnitude difference in contributions
between the 2p and 2s subshells at a collision energy of 1.25 MeV becomes less
significant at 6.00 MeV. Conversely, the contribution of the 1s subshell increases
with increasing collision energy, eventually surpassing the contributions from the 2s
and 2p subshells at 6.00 MeV. This can be attributed to the fact that the velocity of
the ion beam is much closer to the linear velocity of the 1s subshell compared to the
2s and 2p subshells (see Table6.2), providing a partial explanation for this behavior.
However, the most significant observation for the Ne case is that, in the collision
energy range of 1.25 to 2.00 MeV, the 2p subshell makes the largest contribution to
the ECC cusp peak.

From Fig.6.7 (bottom), we observe that for the Ar case, the contributions from
the 3p and 3s subshells decrease as the collision energy increases, with the 3s subshell
exhibiting a faster decrease. This behavior could be attributed to the higher binding
energy of the 3s subshell compared to the 3p subshell (see Table6.2), as both sub-
shells have relatively similar linear velocities. Interestingly, the contributions from
the 2p and 2s subshells appear to be relatively insensitive to the collision energy
in the range of 1.25 to 2.00 MeV, showing only a small decrease. The reduction in
contributions becomes more noticeable at 3.00 MeV and even more pronounced at
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Table 6.2: Subshell linear velocities, vi (a.u.), [30], and binding energies, εi (a.u.),
[31], for the Ne and Ar atoms, and deuteron projectile velocities, v (a.u.), for the
different collision energies Ep (MeV) considered in Fig. 6.7.

Ne 1s 2s 2p
|εi| 32.772 1.930 0.850
vi 8.113 1.299 2.500

Ar 1s 2s 2p 3s 3p
|εi| 118.610 12.322 9.572 1.277 0.591
vi 14.832 4.574 6.138 1.535 1.663

Ep 1.25 1.50 1.75 2.00 3.00 6.00
v 7.074 7.749 8.370 8.948 10.959 15.498

Figure 6.7: Contributions of the Ne [top] and Ar [bottom] atomic subshells to the
formation of the ECC cusp peak in collisions with (from left to right) 1.25, 1.50,
1.75, 2.00, 3.00 and 6.00 MeV deuterons, corresponding to the CDW-EIS-numerical
calculations. The break in the electron energy axes around the region of the pole
of the cusp peak is to facilitate visibility. Note that the 1s contribution for Ar is
multiplied by the factor of 100 for the collision energies of 1.25 and 1.50 MeV and by
the factor of 10 for the collision energies of of 1.75, 2.00 and 3.00 MeV, respectively.
Taken from [21].
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6.00 MeV collision energies. The contribution from the 1s subshell is negligible and
only becomes noticeable at the highest collision energy of 6.00 MeV. Similar to the
case of Ne, the contribution from the 1s subshell increases with increasing collision
energy, as expected from velocity matching arguments.

In the case of Ar, the most significant observation is that in the collision energy
range of 1.25 to 2.00 MeV, the largest contribution to the ECC cusp peak comes
from the 2p subshell, for which the CDW-EIS-numerical theory predicts an almost
constant cross section. This subtle difference in the 2p contributions between the Ne
and Ar cases seems to account for the crossing of their DDCS as shown in Fig. 6.6.

In our analysis, we also examined the subshell contributions for the other DW
theories considered in this study. While similar general trends were observed, there
were significant differences in their detailed behavior, leading to less accurate predic-
tions compared to the CDW-EIS-numerical calculations within the range of collision
energies considered.

To further investigate the source of the DDCS differences between the DW theo-
ries, we compared the initial radial wavefunctions used in CDW-EIS-prior (Clementi-
Roetti wavefunction) and CDW-EIS-numerical (HF-numerical wavefunction). This
comparison revealed only minor differences, which are unlikely to account for the
observed differences in DDCS. This suggests that the discrepancies between CDW-
EIS-prior and CDW-EIS-numerical can be attributed to differences in the final con-
tinuum functions.

In conclusion, we have presented experimental and theoretical results for the
DDCSs for the ECC process in collisions of 1.25-6.00 MeV deuterons with He, Ne,
and Ar targets. The comparison of the DDCS calculations obtained from four dif-
ferent DW theories showed that the CDW-EIS-numerical theory provided the best
agreement with the experimental measurements. The differences among the DW
theories were primarily attributed to the contributions of different atomic subshells
to the ECC process. The analysis showed that the 2p subshell made the largest con-
tribution to the ECC cusp peak for the collision energy range of 1.25 to 3.00 MeV
for both Ne and Ar targets. Notably, the CDW-EIS-numerical theory accurately re-
produced the observed subtle change in the magnitude of the DDCS for Ne and Ar
in the collision energy range of 1.25 to 2.00 MeV. These findings lay the groundwork
for future investigations that will encompass additional conditions (e.g. dressed pro-
jectiles) and wider energy ranges (e.g. soft electrons) to further assess the validity
and applicability of different approximations.

6.5 Collisions with He-like Open-shell Excited State
Projectiles

In this section, we present a combined experimental and theoretical study of cusp
electrons generated in collisions of 24 MeV open-shell O6+(1s2s) projectiles and He
targets [22]. Experimental cusp DDCS electron spectra were obtained using our
double measurement technique, described in Section 4.5. In Fig. 6.8, we showcase
the double measurement technique employed in the cusp study, specifically for the
measurement of 1s2s2l KLL Auger spectra in collisions of 24 MeV O6+ beams with
He. The technique involves using two O6+ beams with significantly different fractions
of the (1s2, 1s2s) configuration.
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The fraction f1s2s, which is essential for our cusp studies, is determined by cal-
culating the fraction f1s2s 3S and considering the statistical production ratio and the
survival percentages of the 1s2s 1S and 1s2s 3S states. Assuming a statistical pro-
duction ratio of 1/3 between the two states, and taking into account their lifetimes
of 4.3× 10−7 s and 9.6× 10−4 s [77], respectively, the distance between the produc-
tion area at the accelerator tank and the target area (25 m), and the velocity of
the 24 MeV O6+ beam which is 1.7× 107 m/s, we safely conclude that the fraction
f1s2s 3S remains unaffected. However, the initial population of the 1s2s 1S state is
reduced by a factor of approximately 10. This reduction corresponds to about 1/30
of the population of the 1s2s 3S state and can be safely neglected. Thus, under
these experimental conditions, we can obtain the f1s2s fraction using Eq.4.36, where
f1s2s ≃ f1s2s 3S. For the spectra presented in Fig.6.8, the high and low f1s2s fractions
were determined as f1s2s = (23± 4)% and f1s2s < 2%, respectively. The latter value
falls within the experimental uncertainty, allowing us to consider it as a nearly pure
ground state beam.

Figure 6.8: KLL Auger spectra measured at zero degrees with respect to the projec-
tile velocity for collisions of 24 MeV O6+(1s2, 1s2s) with He. The red-filled circles
correspond to a mixed-state beam (high fraction measurement), while the black-
filled squares correspond to an almost pure ground state beam as evidenced by the
absence of the 1s2s2p 4P peak (low fraction measurement). Taken from [22].

In Fig.6.9, we present the DDCS cusp measurements obtained for collisions of He-
like O6+ beams with He, corresponding to the KLL Auger spectra shown in Fig.6.8.
The cusp peak was observed for two different beams: the O6+(1s2, 1s2s) mixed-state
beam with a fraction of f1s2s = (23± 4)%, and the nearly pure ground state beam
O6+(1s2). The maximum of the cusp peak is determined by the reduced projectile
energy tp, given by Eq. 2.3. The difference in magnitude and shape between the two
cusp peaks is clearly visible in the experimental data.

In Fig.6.10, we show the contributions of the ECC and ELC processes to the
DDCS cusp peak, as obtained from CDW-EIS calculations for collisions of 24 MeV
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Figure 6.9: Zero-degree DDCS of cusp electrons measured in collisions of 24 MeV
O6+ with He. Red filled circles: Mixed-state O6+(1s2, 1s2s) beam with f1s2s = 23%.
Black filled squares: Ground state O6+(1s2) beam. Taken from [22].

O6+(1s2) and 24 MeV O6+(1s2s) with He targets. The results clearly demonstrate
that the ELC cross section from the 2s electron (ELC(2s)) is approximately one
order of magnitude larger compared to the ELC cross section for the 1s electron
(ELC(1s)) or the ECC cross section for both projectile configurations. Furthermore,
the CDW-EIS calculations include the contribution of ELC from both 1s and 2s
electrons with the simultaneous single ionization of the He target (ELC-I), which is
found to be almost equally significant as the ELC(1s) and ELC(2s) for the ground
and excited projectile cases, respectively.

A notable observation is that the ELC(1s) cross section for the O6+(1s2s) con-
figuration is smaller in comparison to the O6+(1s2) configuration, despite the latter
involving two electrons that need to be divided by two for a fair comparison. This
discrepancy can be attributed to the reduced screening effect for the 1s electron
in the O6+(1s2s) configuration, resulting in a different binding energy, as discussed
earlier. Furthermore, although not significantly, the ECC process is influenced by
the electronic configuration of the projectile through the projectile potential. It
is noteworthy that the ECC cross section for the O6+(1s2s) configuration appears
larger and exhibits more asymmetry compared to that of the O6+(1s2) configuration.
This behavior could be associated with the larger spatial extent of the electrons in
the O6+(1s2s) configuration, favoring the capture process. A similar enhancement
of the cusp peak due to metastable projectiles has been reported in a previous study
[214].

The higher magnitude of the measured DDCS for the mixed-state beam can
be primarily attributed to the larger contribution of the ELC(2s) cross section.
This enhanced contribution of the ELC process is also evident from the qualitative
shape of the low-energy cusp wing. The ECC process exhibits a more pronounced
asymmetry in its distribution compared to the ELC process [84]. As a result, in

90



Figure 6.10: CDW-EIS calculations for zero-degree DDCS of cusp electrons for
collisions of (a) 24 MeV O6+(1s2) and (b) 24 MeV O6+(1s2s) with He. Black solid
line: ECC contribution. Red short dashed line: ELC from the 1s electron. Blue
dash-dotted line: ELC from the 2s electron. Green short-dotted line: Total ELC
with simultaneous He target single ionization. Taken from [22].
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the case of the ground state beam where ECC is dominant, the cusp peak displays
a larger degree of asymmetry compared to the mixed-state beam where ELC(2s)
plays a predominant role.

In the double measurement technique, when one of the measurements corre-
sponds to a pure 1s2 ground state beam, the electron DDCS spectra exclusively
associated with the open-shell 1s2s configuration can be obtained straightforwardly
using the following formula (see Appendix F):

d2σ[1s2s]

dΩdE
=

d2σ[1s2, 1s2s]

dΩdE
− (1− f1s2s)

d2σ[1s2]

dΩdE
f1s2s

. (6.18)

In this study, significant efforts were made to fulfill the necessary conditions
for the double measurement technique, as evident from the DDCS cusp spectra
presented in Fig.6.9. By applying Eq.6.18 to the data shown in Fig.6.9, we suc-
cessfully obtained the DDCS cusp spectra corresponding exclusively to the open-
shell O6+(1s2s) configuration. These experimental results are presented in Fig.6.11,
alongside the CDW-EIS theory calculations already shown in Fig. 6.10(b) for each
individual process contribution. The uncertainties in the experimental data pri-
marily arise from the determination of the f1s2s fraction, which carries inherent
uncertainties.

Figure 6.11: Zero-degree DDCS of cusp electrons for collisions of 24 MeV O6+(1s2s)
with He. Blue-filled circles: Experimental data obtained from the double measure-
ment cusp data shown in Fig. 6.9. Red line: Calculations based on the CDW-EIS
theory. Taken from [22].

The CDW-EIS calculations demonstrate a remarkable agreement with the exper-
imental data, particularly in reproducing the wings of the cusp peak. The position
of the peak in energy is determined by a mathematical pole, which can introduce
some variations in its height depending on the integration process (see Section 6.2.4).
However, the excellent agreement observed in the wings of the cusp peak strongly
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indicates that well-established and sophisticated collision theories like CDW-EIS can
be further advanced and refined when tested against non-trivial collision systems.

In our specific case, the inclusion of appropriate projectile screened potentials,
as well as the use of high-quality projectile wavefunctions for the 1s2s excited state,
have proven to be instrumental in achieving a very good agreement with the experi-
mental cusp data. These advancements in the CDW-EIS framework have shed light
on the intricate interplay between the ECC and ELC processes in the production of
cusp electrons, as discussed earlier. Overall, these improvements validate the effec-
tiveness and accuracy of the CDW-EIS approach and highlight its ability to capture
the essential features of complex dynamics in collision processes involving dressed
projectiles.

6.6 Collisions with Be-like Projectiles

Our study on cusp electrons with multielectronic projectiles was extended to include
Be-like oxygen ions, which are delivered in a mixture of a ground state 1s22s2 1S
and an excited state 1s22s2p 3P , as detailed in Subsection 4.5.2. The inclusion of
the 2p electron provides an exceptional laboratory for investigating cusp electrons,
facilitating an expansion of our understanding about the ECC and ELC processes.

In detail, we recorded cusp electron peaks utilizing O4+ projectiles. In these
studies, we incorporated the double measurement technique as to record cusp elec-
tron peaks originating from a projectile ion having either a 1s22s2p 3P high or low
metastable fraction. The corresponding cusp electron peaks are shown in Fig. 6.12.

Interestingly, in the cusp electron peaks shown in Fig. 6.12, we observe the pres-
ence of secondary peaks that symmetrically emerge on both sides of the maximum of
the cusp peak. These secondary peaks correspond to inelastic resonantly scattered
Auger electrons and they are symmetrically located in the low and high energy wings
of the cusp peak due to the doubling effect, described in Subsection 2.3.1. While
the presence of these additional features in the spectra offers valuable insights into
the underlying scattering processes, a comprehensive investigation of these peaks
was beyond the scope of the present research. Future studies could utilize the
high-resolution capabilities of our spectrometer to explore these features in various
collision systems and further enhance our understanding of the involved dynamics.

It is noteworthy that the yield difference observed in the cusp electron peaks
recorded with a low fraction content is not significantly different from those recorded
with a high fraction content. This is attributed to the relatively small difference in
the metastable beam fraction between the two measurements. However, it is evident
that the cusp peaks originating from a projectile with a higher percentage of ions
in the 1s22s2p configuration are more prominent in all cases. This observation
emphasizes the significance of the 2p electron in the collision process. The enhanced
contribution may be attributed to the ELC process, as the 2p electron is more easily
ionized during the collision. This argument is further supported by the symmetric
shape of the cusp electron peaks observed in all cases. This symmetry suggests that
the ELC process dominates over the ECC process for the collision systems at hand.
Finally, the observed decrease in the cusp electron yield with increasing collision
energy is consistent with expectations, as both the ECC and ELC DDCSs decrease
with increasing collision velocity [176, 215].
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Figure 6.12: Zero-degree DDCS of cusp electrons for collisions of 20 MeV O4+ (top),
16 MeV O4+ (middle), and 12 MeV O4+ (bottom) with He; Blue-filled circles: Data
corresponding to the low fraction measurement; Red-filled circles: Data correspond-
ing to the high fraction measurement.
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It should be mentioned that preliminary theoretical calculations for the above
results are under way by our collaborating theoretical team in Rosario, Argentina.
The complexity of the problem, involving four projectile electrons in open-shell
configuration necessitates copious work before reaching safe results.

6.7 Evidence of ELC with simultaneous target ion-
ization

During our cusp electron studies with He-like beams, we observed a small peak
present in the low energy wing of the cusp peak, as evident in Fig. 6.9. This feature,
never reported in the literature to the best of our knowledge, drew our attention
and interest to systematically investigate it and determine its nature and origin.

First of all, it is important to mention that this observed peak cannot be at-
tributed to any artifacts or analysis-related procedures. The peak is clearly evident
in the central window of the spectra, ruling out any influence from the technique
of overlapping spectra. Additionally, the peak cannot be explained by field ioniza-
tion, as electrons undergoing ionization inside the spectrometer would gain energy,
resulting in a peak located in the high energy wing of the cusp peak. Furthermore,
we have excluded the possibility of this peak being an artifact caused by the optics
of our setup or the fields of the HDA entry lens, as it is not consistently observed
in all of our cusp measurements.

We started our systematic investigation by looking for the presence of the small
peak using simpler configuration H-like projectiles. In Fig. 6.13, we present the
cusp electron peak recorded in collisions of 24 MeV O7+ with He. An indication of
a small peak in the low energy wing of the cusp peak can be argued. However, this
indication is marginally above the range of experimental error, making it difficult to
draw definitive conclusions.

Figure 6.13: Zero-degree DDCS of cusp electrons for collisions of 24 MeV O7+ with
He.
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Since the peak is evident in collisions with He-like projectiles, as can be inferred
from Fig. 6.9, we continued our investigations by utilizing Li-like projectiles. As it
is clearly shown in Fig. 6.14, a peak is clearly seen in the low energy wing of the
cusp peak for collisions of 24 MeV MeV O5+ + He. Interestingly, the location of the
peak is approximately 25 eV lower than the maximum of the cusp electron peak,
similarly to the case of He-like projectiles.

Figure 6.14: Zero-degree DDCS of cusp electrons for collisions of 24 MeV O5+ with
He. A peak is evident on the low energy wing of the cusp peak, located around
25 eV lower than the cusp peak maximum.

To further validate our results we conducted experiments using He-like carbon
beams. In Fig. 6.15, we present the cusp electron peak obtained from collisions of
12 MeV C4+ with He. Remarkably, the peak is again clearly observed in the low
energy wing of the cusp peak, with its location being approximately 25 eV lower
than the maximum of the cusp electron peak, as in the cases of oxygen ions.

In a next step, we extended our cusp electron studies to include multielectron
targets and boron projectiles. In this set of experiments, we employed He-like boron
projectiles and investigated their collisions with various gas targets, namely H2, He,
Ne, and Ar. The results of these experiments are presented in Fig. 6.16, showcasing
the cusp electron spectra obtained from the different collision systems.

The presence of the peak is clearly evident in all the cusp electron spectra shown
in Fig. 6.16. Consistently with our previous findings, we observe that the peak is
located approximately 25 eV lower than the cusp peak maximum for collisions with
He. Similar results corresponding to the peak location can be seen for collisions
with Ne. Surprisingly, for collisions with H2 and Ar targets, the peak is seen to be
located approximately 16 eV lower than the cusp peak maximum.

It is noteworthy that He and Ne have similar ionization potentials (24.6 and
21.7 eV, respectively), while H2 and Ar have also similar ionization potentials (15.5
and 15.75 eV, respectively). This observation suggests a relation between the lo-
cation of the peak and the gas target. Furthermore, the shape of the shoulders
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Figure 6.15: Zero-degree DDCS of cusp electrons for collisions of 12 MeV C4+ with
He. A peak is evident on the low energy wing of the cusp peak, located around
25 eV lower than the cusp peak maximum.

observed in the cusp electron spectra for the pairs of (He, Ne) and (H2, Ar) differ,
possibly reflecting the underlying Compton profiles of the respective targets.

Based on these observations, we propose that the existence of the peak can be
understood within a collision picture where the electron loss to the continuum occurs
simultaneously with the ionization of the target electron through the projectile-
electron–target-electron interaction process. As a result, the energy of the projectile
cusp electron is lowered by an amount corresponding to the ionization energy of the
target electron, leading to the observed shift in energy.

In our continued investigation, we extended our studies to include Li-like boron
projectiles in collisions with H2, He, Ne, and Ar. The cusp electron spectra ob-
tained for these collision systems, as shown in Fig. 6.17. It is seen that the lo-
cation and shape of the peak exhibit similarities for the pairs (He, Ne) and (H2,
Ar), as previously discussed for He-like boron projectiles. These consistent findings
points toward a new electron loss to the continuum process that involves correlated
electron-electron interactions (ELCee). This process is distinct from the typical
ELC process and represents a novel contribution to the cusp electron formation in
ion-atom collisions.

A noteworthy observation is that the intensity of the peak appears to decrease
with increasing atomic number Z of the projectile. This behavior could be attributed
to the fact that the ELC process becomes more dominant as Z increases [216],
potentially overshadowing the ELCee process. These findings highlight the need
for further adjustments and refinements in the distorted wave models to accurately
account for this cusp electron shoulder and gain deeper insights into its underlying
dynamics. Ongoing theoretical developments aim to shed light on these experimental
findings and provide a comprehensive understanding of the observed phenomenon.

As a last comment, we would like to point that the absence of this small peak in
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Figure 6.16: Zero-degree DDCS of cusp electrons for collisions of 8.15 MeV B3+ with
(a) He, (b) Ne, (c) H2, and (d) Ar. A peak is evident on the low energy wing of the
cusp peak, located around 25 eV and 15 eV lower than the cusp peak maximum for
the pairs of (He, Ne) and (H2, Ar), respectively.
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Figure 6.17: Same as Fig. 6.16 for for collisions of 8.15 MeV B2+ with (a) He, (b)
Ne, (c) H2, and (d) Ar.

99



previous studies can be attributed to several factors. Firstly, electron spectrometers
used in those studies were often tuned to large energy resolutions, as the cusp peak
is a continuous peak where high resolution is not necessary. Consequently, this
feature would be smeared out in low-resolution measurements. For instance, in
[211] the setup used allowed for an energy resolution of ∆E/E = 6%, i.e., 12 eV for
a cusp of 200 eV. Secondly, the larger acceptance solid angles typically employed
in previous measurements may have contributed to the lack of observation. In
contrast, our measurements utilized a smaller solid angle of 0.4 degrees, allowing for
a more precise characterization of the cusp electron spectra. Lastly, previous cusp
electron studies often focused on lower collision energies where the cusp peak is more
pronounced, potentially overshadowing the presence of the ELCee shoulder. Thus,
the combination of our relatively high-resolution measurements and the specific
collision conditions probably account for the appropriate conditions to expose the
small peak and the related proposed process.

In conclusion, our experimental results have unequivocally confirmed the exis-
tence of a distinct peak in the DDCS cusp electron spectra. Remarkably, this peak
is observed for various low-Z projectile ion species, while its location and shape
are seen to be largely determined by the gas target. To explain this behavior, we
proposed a new process that involves an electron loss to the continuum process ac-
companied by an electron-electron ionization of the target electron, termed ELCee.
The emergence of this previously unreported feature presents new challenges and
opportunities for advancing collision theories, and further theoretical investigations
are warranted to unravel the underlying dynamics and provide deeper insights into
the intriguing physics of this dynamic collision process.
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Chapter 7

Single Electron Capture

7.1 Background and Motivation

Understanding the dynamics of excited atomic structures with multiple unpaired
electrons presents a challenging task in theoretical modeling, primarily due to the in-
tricate interplay of fundamental quantum aspects such as multiple spin symmetries,
electronic correlation, and strong coupling among various open reaction channels.
To delve into this level of complexity and gain deeper insights, high-energy colli-
sions involving few-electron ions and atomic targets offer an ideal quantum system
for probing the underlying physics at its most fundamental level. State-selective
Auger electron spectra provide invaluable information about the atomic structure
of the observed states and their fundamental production proceses, thus serving as
rigorous tests for theoretical models [74, 217, 218]. Beyond fundamental research,
such experimental and theoretical studies find practical applications in diverse areas,
including astrophysical and laboratory plasmas [219, 220].

In a recent breakthrough study [23], a long-standing puzzle concerning the be-
havior of multi-unpaired-electron ion cores during fast ion-atom collisions was suc-
cessfully addressed, particularly focusing on the process of single electron capture
(SEC). In detail, experimental measurements were combined with state-of-the-art
calculations to thoroughly describe the SEC process involving multi-open-shell ex-
cited ions, thus providing conclusive answers to two crucial questions:

1. Whether similarly configured final states corresponding to different spins are
populated according to spin statistics.

2. Whether the initial electronic configuration undergoes changes during the col-
lision process, known as the frozen core approximation.

To address these questions, we focused on the 2p SEC channel in MeV collisions of
He-like carbon projectiles with He targets:

C4+(1s2s 3S) + He −→ C3+(1s2s2p 4P, 2P±) + He+ (7.1)

In this study, the ratio Rm of the 1s2s2p 4P and 2P SEC cross sections was
investigated. The ratio Rm, given by

Rm ≡ σm(
4P )

σm(2P+) + σm(2P−)
(7.2)
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provides valuable information about the spin population and the underlying dynam-
ics [156, 159, 165, 221, 222]. The study involved intensive close coupling calculations,
incorporating the dynamics of three active electrons, considered for the first time in
such problems (see Section 7.2). Interestingly, the obtained ratio Rm was found to
fall between 0.9 and 1.5 for collision energies ranging from 6 to 18 MeV, as shown
in Fig. 7.1).

Figure 7.1: Ratio Rm for C4+(1s2s 3S) colliding with He (top) and H2 (bottom).
Older work by other groups is shown in red, while recent works performed in [23] is
shown in black (theory) and in blue (experiment). Taken from [23].

In earlier studies conducted by Tanis et al. [221], a larger value of Rm ≃ 2.9
was reported for collisions at 20.9 MeV between mixed-state F7+ (1s2, 1s2s 3S) ions
He. This observation prompted the introduction of a new mechanism, the dynamic
Pauli exchange interaction, as an explanation for the dominance of the 1s2s2p 4P
state over the 1s2s2p 2P± states populations. Zouros et al. [222] proposed that
a similar enhancement of Rm could be qualitatively accounted for by a selective
cascade feeding mechanism that favors the production of the 4P state. In both
scenarios, the measured Rm ratio does not reflect the statistics of final state spins,
which corresponds to the value of Rm = 1.

A more comprehensive follow-up study of the process described by Eq. 7.1 re-
ported even larger experimental ratios, R ≃ 6 − 9 [165]. This investigation incor-
porated calculations based on a frozen core single-active electron approach using
the non-perturbative two-center basis generator method (TC-BGM) [223, 224]. It
also included a thorough radiative cascade analysis [165] along with supplementary
Auger corrections [156]. The outcomes of this research unambiguously showcased a
selective cascade-induced enhancement of the 4P state, resulting in R ≃ 4.9 − 5.8.
However, for cases involving only 2p capture (absence of cascades), computed values
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led to Rm ≃ 2 [156], aligning with the spin statistics prediction within the frozen
core approximation.

Recent studies by Madesis et al. [23] clearly demonstrated that the ratio Rm is
neither Rm = 1, which corresponds to only spin multiplicity, nor Rm = 2, which
corresponds to the frozen core approximation. In this study special care was taken
for the accurate determination of the effective solid angle correction factor Gτ for the
long-lived 4P state, using both simulations within the SIMION ion-optics package
[14, 15], as well as additional measurements using Be-like ions [225], as explained in
Section 4.4. Thus, earlier miscalculated Gτ values, leading to erroneous determina-
tion of the value of Rm [165], were properly addressed.

Furthermore, Madesis et al. [23] included radiative cascade contributions within
the quartet series, which substantially increase the population of the 1s2s2p 4P
state, as discussed in Section 4.4. The cascade contributions were evaluated using
radiative branching ratios calculated with the COWAN code [226] and SEC cross
sections to higher-lying 1s2snl 4L states provided by AOCC calculations [12]. Thus,
experimental and theoretical values of Rm were for the first time in agreement,
highlighting the inappropriateness of the frozen core approximation as well as pure
spin statistics in highly correlated dynamic atomic systems.

Additionally, the study proposed an elegant Pauli shielding mechanism, previ-
ously unreported, related to strong exchange effects. This mechanism selectively
and counter-intuitively obstructs specific reaction channels. The population of the
1s2s2p 2P− state, for instance, was strongly suppressed by Pauli shielding and could
only be populated through much weaker spin exchange interactions. To gain more
insight into this intriguing phenomenon, a simplified representation of the three
1s2s2p 4P, 2P± states using the 1s, 2s, and 2p atomic orbitals can be adopted. For
simplicity, we represent them solely by their spins as [23]:

|4P > ≡ | ↑↑↑ | (7.3)

|2P− > ≡ 1√
2
(| ↑↓↑ | − | ↓↑↑ |) (7.4)

|2P+ > ≡ 1√
6
(| ↑↓↑ |+ | ↓↑↑ | − 2| ↑↑↓ |) (7.5)

where these wave functions are eigenfunctions of the total spin operator, S2, and
correspond to the largest MS components. Despite their simplicity, these determi-
nental wave functions correctly represent the energy ordering of the states, mainly
driven by the dominant exchange integral between the 2s and 2p orbitals. Starting
from the initial 1s2s 3S state (≡ | ↑↑ |), a spin-up or spin-down target electron
can be directly transferred to the projectile, leading to the creation of the 4P state
[Eq. 7.3] or the 2P+ state [through the third term in Eq. 7.5]. However, the forma-
tion of the 2P− state requires an additional spin exchange between the active target
electron and one of the projectile electrons. This process involves a second-order
mechanism and is less likely compared to the direct capture processes that populate
the 4P and 2P+ states. These findings shed light on the intricate quantum dynamics
occurring during fast ion-atom collisions and underscore the significance of electron
correlations in determining final atomic state populations.

Here, our primary objective is to conduct a systematic investigation of the intri-
cate quantum details and underlying mechanisms involved in the fundamental SEC
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process during fast ion-atom collisions. Building upon the methods and approaches
utilized in the recent work on carbon He-like ions [23], we aim to perform a part of
an isoelectronic study with low Z (Z<10) ionic projectiles. By doing so, we intend
to expand and validate the initial findings across a wider range of elements and
conditions, thereby assessing their broader applicability.

The SEC process, along with the corresponding spin statistical population schemes,
is often employed to simplify complex problems concerning the computation of rel-
ative populations, such as in high-energy plasmas. Thus, extending the SEC study
from carbon ions (Z=6) to a systematic isoelectronic sequence holds significant
promise and presents a challenge for current theories and approaches. It is antic-
ipated that elements with Z<6 might exhibit more pronounced correlation effects,
while those with Z>6 might display less pronounced effects, although this hypothe-
sis requires empirical verification and quantification, as proposed in this study. By
systematically exploring these isoelectronic elements, we aspire to gain deeper in-
sights into the SEC process and advance our understanding of the role of electron
correlations in different atomic systems.

7.2 3eAOCC Theory

During the past decades, the realm of atomic and molecular physics has been marked
by extensive theoretical explorations into collision phenomena. In parallel with
the utilization of simplified models to offer approximate depictions of scattering
events, quantum theory has flourished in addressing potential scattering. Methods
such as solving the time-independent Schrödinger equation, often through partial
wave expansion techniques, have found application. However, at elevated energies
where partial wave expansions falter, approximations must be introduced to capture
temporal dynamics [25].

When investigating processes unfolding in collisions with impact energies of a few
MeV, a semiclassical approach can be adopted. In this scheme, the relative motion
between the projectile and target is described through classical trajectories, while
the behavior of the electrons within the system is treated quantum mechanically.
In this section, we will provide an overview of such a theory, e.g., the 3eAOCC (3-
electron atomic orbital close-coupling) theory, that has been employed to describe
the SEC process.

The 3eAOCC theory is based on a semiclassical atomic orbital close-coupling
treatment, with asymptotic (atomic) descriptions of the neutral and charged col-
lision partners. This approach exhibits remarkable versatility, accommodating the
inclusion of three active electrons within the calculations. This adeptly characterizes
the behavior of He-like / Li-like ions, and He with precision. Specifically, in the case
of He, the computational framework encompasses a single electron attached to He+
through the utilization of a model potential, expressed as:

V (r) =
13∑
i=1

−ci
r
e−air

2

(7.6)

where the coefficients and exponents are optimized to ensure the ground state attains
a binding energy closely aligned with the first ionization energy (24.6 eV), while
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also satisfying accurate representation of the first excitation energies and proper
Coulombic limits as r approaches both 0 and +∞.

The atomic states centered on He (represented by the potential of Eq. 7.6), He-
like and Li-like ions are formulated through collections of optimized Gaussian-Type
orbitals (GTOs), expressed as

G(r) = N rle−ar2 (7.7)

where N is a normalization factor. These states are then combined using antisym-
metrized products of these GTOs. This methodology aims to yield both ground and
excited states for the considered neutral and ionized species, with a specific focus
on key energy levels, i.e., 1s2s2p 4P, 2P±.

The 3-electron time-dependent Schrödinger equation (TDSE) is written as [24]:[
He − i

∂

∂t

∣∣∣
r1,r2,r3

]
Ψ(r1, r2, r3,R(t)) = 0 , (7.8)

where He is the electronic Hamiltonian:

He =
3∑

i=1

(
−1

2
∇2

i + VT (ri) + VP (r
P
i ) +

∑
i<j

1

|ri − rj|

)
, (7.9)

where ri, rPi = ri − R(t) are the position vectors of the electrons with respect to
the target and the projectile, respectively. The relative projectile-target position
R(t) defines the trajectory, with R(t) = b+ vt in the usual straight-line, constant-
velocity approximation. The terms b and v correspond to the impact parameter
and velocity, respectively (see Fig. 7.2). Finally, VT and VP are the electron-target
and electron-projectile nucleus potentials, respectively.

The Schrödinger equation is solved by expanding the wave function onto a basis
set composed of states of the isolated collision partners [24, 227], i.e.:

Ψ(r1, r2, r3,R(t) =
∑
nT ,nP

N(nT ,nP )∑
J=1

[
a
(nT ,nP )
j (t)

× Φ
(nT ,nP )
J (r1, r2, r3,R(t)) e−iE

(nT ,nP )

J

]
,

(7.10)

with

Φ
(nT ,nP )
J≡jT ,jP

(r1, r2, r3,R(t)) = P̂
[
ϕ
TnT
jT

(r1)× ϕ
PnP
jP

(
rP2 , r

P
3

) ]
, (7.11)

Here, N(nT ,nP ) represents the number of states and their associated energies where nT

and nP electrons reside on the target and projectile, respectively, with the constraint
nT +nP = 3. The multielectron states Φ(nT ,nP ) are formulated through linear combi-
nations of spin-adapted products of GTOs centered on individual collision partners.
The permutation operator P̂ ensures the full antisymmetry of the wave functions
with respect to the interchange of two electrons. Note that, for all electrons, these
projectile states contain plane-wave electron translation factors ensuring Galilean
invariance of the results.

Substituting Eqs. 7.10 and 7.11 into Eq. 7.9 gives rise to a set of first-order
coupled differential equations, which can be expressed in matrix form as
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Figure 7.2: Schematic illustration of the collision geometry. The collision plane (xz)
is defined by the impact parameter b and velocity v, while the projectile trajectory
R(t) is indicated with respect to the target (T). The positions of the initial two
electrons relative to the target center are labeled as r1 and r2, while the third
electron relative to the projectile center is represented as rp3 . The r12, r13, and r23
signify the relative vectors between each pair of electrons. Taken from [24].

i
d

dt
a(t) = S−1(b,v, t)M(b,v, t)a(t) , (7.12)

where a(t) is the column vector of the time-dependent expansion coefficients and S,
M are the overlap and coupling matrices, respectively.

The probability of a transition i → f is given by the coefficients af as

Pfi(b, v) = lim
t→∞

|af (t)|2 , (7.13)

where af ≡ a
(nT ,nP )
J . The corresponding total cross sections for the considered

transition are given as

σfi(v) = 2π

∫ ∞

0

bPfi(b, v)db . (7.14)

7.3 Auger Electron Angular Distributions

The 3eAOCC calculations yield probability amplitudes dependent on the impact
parameter b, enabling the straightforward evaluation of production cross sections
for any of the treated 1s2l2l′ 2S+1L channels. After an Auger decay of the 2S+1L
state to a final ionic state with Lf = 0, the SDCS only relies on the cross sections
of the magnetic states, σ(L, ML), of the autoionizing levels [228]. Hence, the Auger
electron SDCSs can be determined at any observation angle θ′ for the generated 2L
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states. This computation employs the well-known Auger electron angular distribu-
tion LS-coupling formula [228], which is expressed as an expansion of even-order
Legendre polynomials, Pk(cos θ

′) [26]:

dσ[2L]

dΩ′ (θ) = ξ[2L]
σtot[

2L]

4π

2L∑
k=0, even

Ak(L)Pk(cos θ
′) . (7.15)

where the total LS-multiplet production doublet cross section, σtot[
2L], is computed

as

σtot[
2L] =

L∑
ML=−L

σ(L, |ML|) . (7.16)

The symbol ξ of Eq. 7.15 is the mean Auger yield of the LS-multiplet given in general
by

ξ[2S+1L] ≡
∑J+L+S

J=|L−S|(2J + 1)ξJ

(2S + 1)(2L+ 1)
. (7.17)

Finally, the angular distribution parameters Ak are, in general, complicated func-
tions involving partial cross sections σ(SLJ), the interfering phases of the emitted l,
j partial Auger waves, and the reduced Auger matrix elements of the SLJ → SfLfJf
Auger transition. However, in cases where just a single Auger partial wave is emit-
ted, these coefficients are much simplified. This is the case for our study in which
the final state is 1s2 having Sf = Lf = Jf = 0. Thus, it has been proved that for
the SDCS at θ = 0◦, as in our ZAPS measurements, the following equation holds
[26]:

dσ[2P±]

dΩ′ (θ = 0◦) = 3ξ[2P±]
σ[2P±](L = 1,ML = 0)

4π
. (7.18)

Therefore, the θ = 0◦ SDCSs are seen to be sensitive only to the ML = 0 component
of the partial cross section. We also mention that since the spin-orbit interaction is
negligible for low-Zp ions, the spin has a negligible effect on the production of the
resonances. Thus, Eq. 7.18 is assumed to be a good approximation for the 1s2s2p 4P
state, as well [26].

Eq. 7.18 has been utilized for the determination of theoretical SDCSs of 4P and
2P± states, for a straightforward comparison with the measurements. We should
also mention that the theoretical SDCSs, resulted form Eq. 7.18 and the 3eAOCC
calculations, were multiplied by 2 to account for the two electrons of the He target.

7.4 SEC in Collisions with O6+(1s2s 3S) Projectiles

We initiated the isoelectronic study of the SEC process using He-like mixed-state
oxygen projectiles. For these experiments we employed our double measurement
technique over a wide range of collision energies spanning 8-24 MeV. The necessary
1s2s 3S metastable fractions in each set of measurements were tailored according to
the stripping schemes described in Section 4.5. The thus determined metastable
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beam fractions, f1s2s 3S, are presented in Fig. 4.14. The DDCSs Auger spectra cor-
responding to low and high 1s2s 3S fractions for all the measured collision energies
are shown in Fig. 7.3.

Figure 7.3: Projectile rest frame 0◦ DDCSs for collisions of 8-24 MeV
O6+(1s2 1S, 1s2s 3S) mixed-state beams with He. The red and blue lines correspond
to the high and low f1s2s 3S beam fractions, respectively. The stripping schemes for
all high and low fraction spectra are given in Fig. 8.2

7.4.1 Single Differential Cross Sections

In Fig. 7.4, we present the SDCS experimental and theoretical results for the 1s2s2p
4P and 2P± states, obtained in collisions of O6+(1s2s 3S) with He. The experimental
SDCSs were obtained according to the method outlined in Section 4.6. Special
care was taken for the proper background fit and subtraction, since our double-
measurement technique is sensitive to electron yield differences. The SDCSs were
obtained after fitting the peaks with distributions generated by SIMION simulations,
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as described in Section 5.1. It should be reminded that in the case of the 1s2s2p 4P
peak, the yield was corrected considering the solid angle correction factor Gτ , as
discussed in Section 4.4.

The corresponding theoretical 3eAOCC calculations are also shown in Fig. 7.4.
It is mentioned that theory has been multiplied by 2 to account for the two elec-
trons of the target [26]. It is clearly seen that the theoretical SDCSs follow the
same energy dependence as the measurements, i.e., a rapid decrease with the colli-
sion energy. However, theory systematically overestimates the absolute values of the
measurements. At this point it should be emphasized that the 3eAOCC calculations
are not in their final stage, since rigorous evaluations for the convergence of the cal-
culations are still carried out. Since our 3eAOCC calculations are not yet finalized,
we did not include the cascade feeding contributions for the 1s2s2p 4P state, as it
was done in the previous studies with carbon projectiles [23, 26]. However, for the
sake of completeness, we outline below the basic steps for including the cascades in
the analysis, once our theoretical results are finalized.

The SEC process results in both doublet and quartet 1s2snl 2,4L, n ≥ 2, states.
Those configurations with n > 2 might decay radiatively to the 1s2s2p configuration
through E1 transitions, which could amplify its initial population. However, the
1s2snl 2L doublets experience rapid Auger decay rates towards the 1s2 1S ground
state, depleting them quickly and thereby having negligible effect on the initial
population of 1s2s2p 2P± states. On the contrary, the 1s2snl 4L quartet states have
weak Auger decay rates to the 1s2 ground state and then decay radiatively to the
lowest quartet state, namely, the 1s2s2p 4P , functioning somewhat as an excited
ground state for the radiative cascades of these higher-lying nl 4L quartet states,
as discussed in Section 4.4. In a recent study of our team, the selective cascade
feeding mechanism in carbon was addressed, resulting in a notable increase in the
population of the 1s2s2p 4P state [12]. The cascade feeding included contributions
from the n = 3 and n = 3 + n = 4 shells, as well as the extrapolation to include all
n → ∞, adhering to the well-established n−3 rule for SEC [156, 229]. Consequently,
the complete contribution to the 4P state, including cascade repopulation (SEC+C),
is described as [26]:

dσ[4P ]

dΩ′ (0◦) = 3ξ[4P ]
σ[4P ](L = 1,ML = 0) + σC

0 [n → ∞]

4π
(7.19)

with σC
0 [n → ∞] being the cascade contribution to the ML = 0 magnetic state of

the 4P . The SDCSs according to Eq. 7.19 led to an overall increase of approximately
55% for the collision systems studied in [26].

7.4.2 The Production Ratio Rm

In Fig. 7.5 we present the experimental and theoretical findings for the production
ratio Rm, defined in Eq. 7.2, which experimentally can be determined from the
corresponding measured SDCSs as [26]:

Rm =

1
ξ[4P ]

dσ[4P ](0◦)
dΩ′

1
ξ[2P−]

dσ[2P−](0◦)
dΩ′ + 1

ξ[2P+]

dσ[2P+](0◦)
dΩ′

, (7.20)

with ξ being the Auger yields of the states. It should be pointed out that after
applying the Auger angular distributions discussed in Section 7.3, the theoretical
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Figure 7.4: Zero-degree Auger electron SDCSs for the 1s2s2p 4P , 1s2s2p 2P−, and
1s2s2p 2P+ states obtained in collisions of O6+(1s2s 3S) with He. Red circles corre-
spond to the measurements and blue squares to the 3eAOCC preliminary calcula-
tions [25]. Theory has been multiplied by 2 to account for the two electrons of the
target as in [26]. Only statistical uncertainties are shown. The lines between the
theoretical points are used to guide the eye.

110



expression for Rm is equivalently written as:

Rm =
σ[4P ](L = 1,ML = 0)

σ[2P−](L = 1,ML = 0) + σ[2P+](L = 1,ML = 0)
. (7.21)

It is clearly seen that the experimentally determined Rm shows a relatively con-
stant value of Rm ≃ 2.3 for all the collision energies. This result is in agreement
with the behaviour of Rm in similar measurements with carbon ions [26, 161]. The
main difference is that in our case of oxygen the average value of Rm is higher than
the value of Rm ≃ 2.0 for carbon ions. This behaviour will be discussed below in the
text after considering similar results from boron ions. Here, we may only comment
that the experimental Rm values deviate from both the pure statistical spin value
of Rm = 1 and the frozen core 1s2s 3S spin statistic value of Rm = 2.

Figure 7.5: Experimental and 3eAOCC preliminary results on the Rm ratio for
collisions with He-like oxygen projectiles. The frozen core 1s2s 3S spin statistics
and the pure spin statistics values are also indicated.

The disagreement between pure statistical or frozen core concepts and experi-
ment have also been shown in previous studies using carbon projectiles. In detail,
the 3eAOCC calculations resulted in Rm ≃ 1.4 for carbon projectiles and collisions
velocities higher than 0.50 MeV/u. Similarly, in the case of oxygen, the 3eAOCC
calculations predict slightly lower Rm values than those reported for carbon, i.e.,
Rm ≃ 1.2. It should be noted, that these theoretical Rm values do not include the
cascade repopulation mechanism of the 4P state, discussed previously in the text.
It is expected that cascade contributions will appreciably enhance the Rm value,
similar to the case of carbon.

It should be mentioned here that in an energetic ion-atom collision the SEC
process depends primarily on the parameters of projectile charge, target ionization
potential, and the collision velocity. Based on these parameters, a SEC probability
distribution around the central value of a principal quantum number nmax is formed,
known as the reaction window [80, 230]. Higher ZP/ZT ratios correspond to larger
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nmax numbers. In our case, the O6+ + He collision system exhibits a higher ZP/ZT

ratio compared to C4+ + He collision system, and thus a larger nmax is expected
for oxygen. This in turn supports larger cascade feeding for oxygen, which could
explain the higher Rm values for oxygen compared to that of carbon [9, 161].

7.4.3 Additional results from the 1s2 1S ground state beam
component

Our double-measurement technique allows for the determination of the SDCSs of
1s2s2p 4P and 2P± states resulting either from the 1s2s 3S metastable state through
the SEC process or the 1s2 1S ground state through the process of transfer and
excitation. However, even though the contributions from the ground state are not
in the main focus in this study, we include it here for completeness purposes. Thus, in
Fig. 7.6, we present the obtained SDCS, and corresponding 3eAOCC calculations,
obtained in collisions of O6+(1s2 1S) with He. There, it is clearly seen that the
3eAOCC theory reproduces the energy dependence of the SDCSs, as in the case of
the results for the 1s2s 3S metastable beam.

7.5 SEC in Collisions with B3+(1s2s 3S) Projectiles

Our isoelectronic study on SEC was extended to include boron projectiles that have
lower atomic number than carbon, where electron correlations are expected to be
enhanced compared to both carbon and oxygen.

Before we proceed to the data presentation, we should emphasize that the boron
measurements coincided with a massive upgrade of the tandem Van de Graaff ac-
celerator. Given the machine’s frequent use for nuclear physics experiments and
a substantial backlog of scheduled experiments, the facility’s staff decided not to
introduce foil strippers into the tandem terminal at this stage of operation. Con-
sequently, our plan for boron experiments faced a challenge due to the absence of
terminal foil strippers.

Under these circumstances, we proceeded conducting measurements with only
GTS and/or GTS-FPS stripping schemes. In addition, we observed negligible dif-
ferences in the metastable fractions obtained with GTS and GTS-FPS for collision
energies beyond 0.75 MeV/u projectile velocities. This is a vital requirement for
our double measurement technique makes it obsolete for these conditions. Although
these stripping approaches may not have been optimal for our experimental objec-
tives, they proved adequate for the collision systems 5.5 MeV and 8.25 MeV B3+ +
He. The resulted DDCS electron spectra are shown in Fig. 7.7. It is worth men-
tioning that this is the first time that boron beams were delivered by the tandem
accelerator of “Demokritos”.

The value of Rm was derived from the spectra of Fig. 7.7, similarly to that for
oxygen, for both collision energies. The result is shown in Fig. 7.8. It is surprising
that the Rm value for He-like boron projectiles is substantially lower compared to the
corresponding Rm values determined in previous studies for carbon (see Fig. 7.1)
and here for oxygen (see Fig. 7.5). The experimental Rm values clearly deviate
from the frozen core value of 2, once again demonstrating that this approximation
cannot be employed to describe the SEC process in highly correlated atomic systems.
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Figure 7.6: Same as in Fig. 7.4, but for collisions of O6+(1s2 1S) with He.
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Figure 7.7: Projectile rest frame 0◦ DDCSs for collisions of 5.5 and 8.25 MeV
B3+(1s2 1S, 1s2s 3S) mixed-state beams with He. The red and blue colours cor-
respond to the high and low f1s2s 3S beam fractions, respectively.
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On the other hand, the experimental value agrees with the pure spin statistics
prediction. However, this result has to be treated with caution, as the systematic
studies performed with carbon and oxygen projectiles, clearly demonstrate that this
model cannot be adopted for the description of the SEC process.

Following the discussion of Subsection 7.4.1, collision systems involving boron
projectiles and He targets have a lower ZP/ZT ratio, thus favoring electron capture to
lower nmax values. Therefore, it is expected that cascade repopulation of the 4P state
will be lower compared to collision systems involving carbon or oxygen projectiles.
This alone justifies a lower Rm value for boron. However, a more thorough discussion
considering all the aspects of our isoelectronic study is presented below.

Figure 7.8: Experimental results on the Rm ratio for collisions with He-like boron
projectiles. The frozen core 1s2s 3S spin statistics and the pure spin statistics values
are also indicated.

7.6 Isoelectronic study

In the following we present the main findings of the so far isoelectronic study for
the ions of B3+, C4+, and O6+ in collisions with He.

In Fig. 7.9 we summarize the experimental SDCSs obtained for the 4P , 2P−, and
2P+ states as a function of Zp, for the collision energy of 0.50 MeV/u. It is clearly
seen that for all the state the SEC SDCS experience a rapid increase with the
atomic number Zp. This increase in the SDCSs is consistent with the SEC process
probability, which is favoured for heavier projectiles due to their increased Coulomb
potential.
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It should be stressed that the SDCS values for the 4P state exhibit a steep
increase with increasing Zp, amounting to approximately two orders of magnitude
from boron to oxygen. In contrast, the corresponding increase in the SDCS values
for the 2P± states is only within one order of magnitude. This behaviour provides
a clear indication of the cascade repopulation mechanism affecting the cross section
of the 4P state, a phenomenon that becomes more pronounced for higher values of
Zp, as previously discussed.

Figure 7.9: Experimental results on the SDCSs of 4P (left), 2P− (middle), and 2P+

(right) for collisions of 0.5 MeV/u B3+, C4+, and O6+ with He.

Furthermore, the differences in the SDCS values between the 4P state and the
2P± states decrease as the projectile atomic number Zp decreases. To better visualize
this, we present in Fig. 7.10 the DDCS spectra for collisions of mixed-state B3+, C4+,
and O6+ with He for 0.50 MeV/u collision energy. Additionally, the DDCS spectrum
for similar collisions of mixed-state F7+ ions with He, at a collision energy of 0.63
MeV/u (the closest possible to compare with the 0.50 MeV/u), taken from [27], is
also included. While the collision energy for the fluorine case is slightly different, it
is sufficiently close to allow for a meaningful comparison and a broader discussion.
The decrease in the sequence of the DDCS value for the 4P state for the fluorine
case is partially justified by the higher projectile energy. In addition, the fluorine
measurement was done with a parallel plate analyser that has a correction factor
close to Gτ ≃ 1 [225], a factor that also contributes to a smaller DDCS for the 4P
state.

The data shown, in Fig. 7.10, for boron and oxygen correspond to the high
fraction measurements displayed in Figs. 7.7 and 7.3, respectively. The data for
carbon, retrieved from [9], also correspond to a high fraction measurement. In all
three cases, the data collection took place with our ZAPS setup, and the metastable
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Figure 7.10: DDCS electron spectra for collisions of 0.50 B3+ (red squares), C4+

(blue circles), and O6+ (green triangles) with He. The DDCS spectrum for collisions
of 0.63 MeV/u F7+ (black diamonds) with He, taken from [27], is also displayed.
The 4P peak in the oxygen case has been multiplied by a factor of 0.4 for better
visibility.
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fraction, f1s2s 3S, was determined using our double measurement technique. For the
boron case we obtained f1s2s 3S = 28±5%, while for carbon and oxygen cases, where
the measurements were performed for a wide set of collision energies, an average
value of f1s2s 3S = 18± 4% was determined. However, for the fluorine case, there is
no information given for the metastable fraction, although based on the stripping
method applied (i.e., foil stripping) it has a relatively high value.

Fig. 7.10 clearly depicts the relative strength between the 2P± peaks as a function
of the atomic number Zp. For the fluorine case, the 2P− peak is barely visible
and substantially in lower intensity compared to the 2P+ peak. For oxygen, where
the atomic number Zp is decreased by one, the 2P± peak is appreciably enhanced
compared to the fluorine case, as also its intensity with respect to the to the 2P+

peak. Continuing to the lighter targets of carbon and boron, the intensities of the
2P− peaks are further enhanced and become comparable to the 2P+ peak.

The role of the 2P− state as part of the denominator of the ratio Rm is essential.
Even though it has a smaller SDCS value than the 2P+ state, this value increases
relative to that of the 2P+ state with decreasing Zp values. Thus, a direct effect on
the ratio Rm is expected, i.e., a decrease of Rm with decreasing the projectile atomic
number Zp. This behaviour is clearly shown in Fig. 7.11(a). However, it should be
cleared that the a decrease of Rm with decreasing the projectile atomic number Zp

should only partially be attributed to the relative increase of the SDCS of the 2P−
state. The other vital factor is the cascade feeding of the 4P state, for which a lesser
contribution is expected for lower Zp elements, as commented earlier in the text.
Thus, a further reduction of the Rm factor is justified.

To further examine the role of the 2P± states on the SEC process, we extended
our study employing the ratio rm between the cross section of the 2P+ and 2P− states,
defined as:

rm ≡ σm(
2P+)

σm(2P−)
, (7.22)

which, for ZAPS, is equivalently determined as

rm =
σ[2P+](L = 1,ML = 0)

σ[2P−](L = 1,ML = 0)
. (7.23)

The ratio rm is experimentally determined by the corresponding measured SDCSs,
similarly to the ratio Rm, as [26]:

rm =

1
ξ[2P+]

dσ[2P+](0◦)
dΩ′

1
ξ[2P−]

dσ[2P−](0◦)
dΩ′

. (7.24)

It is worth mentioning that the ratio rm although sensitive in its determination
due to the small SDCS values, it has the advantage of being free of cascade effects,
as well as from solid angle correction schemes. The obtained ratio rm for boron,
carbon and oxygen is presented in Fig. 7.11(b). A decrease of rm with decreasing
the projectile atomic number Zp, similarly to that of the ratio Rm, is evident. This is
primarily due to the relative increase of the cross section of the 2P− state compared
to that of the 2P+ state with lowering the atomic number, as shown in Fig. 7.10.

The above results, that the population of the 2P− state considerably affects the
dependence of both the ratios rm and Rm, is a clear signature of the strong electron-
electron interaction effects in the SEC process in fast ion-atom collisions. This effect
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Figure 7.11: Isoelectronic study of the Rm (a) and rm (b) ratios for collisions of 0.50
MeV/u B3+, C4+, and O6+ with He.

was clearly demonstrated in Ref. [161] and actually was termed as Pauli shielding
mechanism, detailed here in Section 7.1. According to this, the population of the
1s2s2p 2P− state is not allowed by pure Coulombic interaction but rather by a weaker
higher-order spin exchange process. Here, our isolectronic study strongly supports
these arguments, showing enhanced electron-electron interaction vs electron nucleus
interaction effects for the 2P− state with decreasing the atomic number Zp.
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Chapter 8

Determination of the Ion Beam
Energy Width

8.1 Background and Motivation

As we mentioned in Chapter 3, in tandem Van de Graaff accelerators, the production
of the desired charge state, is accomplished through a stripping process. Software
packages based on semiempirical models allow estimation of the ion beam intensity
by varying parameters like the incoming charge state, stripping energy, medium,
and stripping location [231–234]. However, these models do not provide information
about the inherent energy width of the ion beam, which is an important parameter
affecting the energy resolution of the measurements. Generally, gas stripping results
in narrower energy widths compared to foil stripping due to energy straggling effects
in thin foils. While gas stripping is often preferred, foil stripping may be suitable
for higher currents or to avoid complex pumping schemes.

Several techniques have been proposed for determining the energy width of a
beam. Beam current measurement is such a method, where Faraday cups are em-
ployed to measure the beam current at different energies, allowing for the inference
of the beam’s energy width [235]. Beam profile monitors provide information about
the spatial distribution of the beam, which can then be used to determine the energy
width [236]. Nuclear resonances offer another approach, involving the measurement
of γ-ray yield in specific reactions such as (p, γ) or (p, p′γ). By deconvoluting the
measured yield and considering the intrinsic resonance width, the energy width of
the beam can be determined [237, 238].

While these techniques have been widely utilized, here we propose an alternative,
in situ method for determining the energy width of ion beams in tandem Van de
Graaff accelerators. Our approach relies on the analysis of state-selective projectile
Auger electron spectra using Monte Carlo simulations in the SIMION ion optics
package [16]. In the following discussion we detail the specifics of this method.

8.2 SIMION Simulations

In the proposed method, we determine the energy width of the ion beam by com-
paring the measured KLL Auger peak width to those obtained from Monte Carlo
type simulations performed using the SIMION ion optics package, as described in
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Chapter 5. Precise values for all experimental and theoretical parameters were con-
sidered in our numerical code utilized in the simulations. Geometric dimensions
were considered with the highest level of detail, and the spectrometer voltages were
measured with a precision better than 0.1%.

The Auger energies and the lifetimes of the Li-like, 1s2s2l 2,4L, doubly-excited
states, were taken from Refs. [15, 239]. The Auger energy distributions, with widths
derived from their lifetimes, were simulated using pseudo-random Lorentzian dis-
tributions. Thus, the only parameter treated as a variable within the code was
the beam energy width, ∆EP/EP . A Gaussian pseudo-random distribution was
employed to model the energy width for the ion beam energy.

8.3 KLL Auger Projectile Spectroscopy as a Beam
Diagnostics Tool

In Fig. 8.1, we present an example showing the comparison of a measured KLL
Auger electron spectrum with the corresponding SIMION simulations for collisions
of 12 MeV O6+ + He. It is evident that when we used a zero energy width for the
ion beam, the simulated Auger spectra exhibited an energy resolution approximately
half of that of the experimental Auger spectra. This corresponds to the convolution
of the natural widths of the Auger states and the kinematic broadening [76] with
the response function of the spectrometer. However, when we set the energy width
to ∆EP/EP = 0.18%, the simulated and experimental spectra showed the best
agreement, judged by minimizing the sum of the residuals between the two spectra.

In Fig. 8.2, we present the results of our analysis regarding the O6+ beam energy
widths, ∆EP/EP , obtained using the method described earlier. These measurements
were performed for collision energies ranging from 8 to 24 MeV. For higher energies,
i.e., above 18 MeV, we employed single-step terminal stripping, as the ion beam
currents delivered to our experimental setup was in the order of a few nA, suitable
for our KLL Auger measurements. On the other hand, for lower collision energies,
the ion beam currents were lower, and thus we utilized two-step stripping processes.

To estimate the uncertainty of our method, we obtained the lower and upper
limits of ∆EP/EP from the corresponding SIMION-generated distributions that
marginally encompassed the experimental distribution. We found that the average
uncertainty value was approximately 10% for all the measurements. It is worth
noting that high statistics were ensured for all KLL Auger spectra recorded, which
was essential for the reliable application of our method.

From Fig. 8.2, it is apparent that the ion beam energy width exhibits a gen-
eral decreasing trend with increasing collision energy, regardless of the stripping
method employed. Additionally, the energy width of the ion beam is higher when
foil strippers are used, which aligns with our expectations based on energy straggling
considerations.

Indeed, as it is demonstrated in Fig. 8.3, the stripping process affects the Auger
line widths, as it is evident by the comparison of two KLL Auger spectra resulting
from different post-stripping method. For both cases, the O4+ beams resulted from
stripping the O− ions in the gas terminal stripper. The final O6+ resulted from post-
stripping the O4+ beam onto either gas or thin carbon foils. Note that the different
Auger peak widths, evident in Fig. 8.3, originate from the different configurations
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Figure 8.1: Projectile rest frame zero-degree DDCS obtained for collisions of
12 MeV O6+ with He. Symbols: Experiment; Lines: SIMION simulations for
∆EP/EP = 0.18% (dashed blue line) and for ∆EP/EP = 0.00% (full green line).
Simulations were normalized to the measurements. Taken from [16].

Figure 8.2: O6+ ion beam energy width, ∆EP/EP , obtained for collisions of 8-24
MeV O6+ + He. Different symbols refer to different beam stripping processes: Green
diamonds, GTS-FPS; Blue down-pointing triangles, GTS-GPS; Orange up-pointing
triangles, FTS-FPS; Black squares, FTS; Red circles, GTS. Taken from [16].
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fractions of the ions delivered in the O6+(1s2 1S, 1s2s 3S) mixed-state, as resulting
from the different stripping methods [157].

Figure 8.3: DDCS electron spectra for the collisions of 11 MeV O6+ ions with He,
showing the effect of the stripping method on the Auger line widths. Blue filled
squares: GTS-FPS; Red filled circles: GTS-GPS. Taken from [16].

Our study was expanded to include O4+ beams. We measured the same KLL
Auger peaks for the collisions of 12-20 MeV O4+ + He. In these measurements, we
used only the single-step stripping inside the tandem accelerator, specifically the
gas terminal stripper and the foil terminal stripper. The results are presented in
Fig. 8.4. It is evident that the ion beam energy width exhibits an overall decrease
with increasing collision energy, regardless of the stripping method employed, which
is consistent with the findings for O6+ beams. However, the values of ∆EP/EP

are generally smaller for the O4+ beams compared to the O6+ beams. This can be
attributed to the higher terminal voltages used for the production of the O4+ beams,
resulting in higher stripping collision energies, as can be seen from Eq. 3.1.

Our results show good agreement with the corresponding results obtained using
the nuclear resonances technique, which is commonly employed in nuclear experi-
ments at the NCSR “Demokritos” Tandem Van de Graaff accelerator facility [237].
However, a direct comparison between the two sets of results is not feasible due to
the differences in experimental setups and beam transportation conditions.

It is important to highlight that our technique incorporates all the parameters
responsible for the broadening of the Auger peaks within the simulation, eliminating
the need for independent determinations. One significant advantage of the proposed
approach is the minimization of line broadening effects in the ZAPS technique, as
discussed in Section 2.4. Moreover, the natural widths of the Auger peaks, calculated
based on theoretical lifetimes, are typically on the order of meV or smaller, as shown
in Table 8.1. Consequently, the primary factor contributing to the broadening of
Auger peaks is the response function of the spectrometer. As a result, in the high-
resolution ZAPS technique, the impact of solid angle line broadening and natural
width is negligible, enabling the measurement of broadening effects originating from
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Figure 8.4: O4+ ion beam energy width, ∆EP/EP , obtained for collisions of 12-
20 MeV O4+ + He. Different symbols refer to different beam stripping processes:
Black squares, FTS; Red circles, GTS. Taken from [16].

the energy width of the ion beam.

Table 8.1: Lifetimes and natural widths for the 1s2s2p 2,4PJ states of O5+. Numbers
in parentheses stand for powers of 10. Taken from [16].

State Lifetimes (ns) Natural width (eV)

4P1/2 0.900 7.31(−7)

4P3/2 2.500 2.63(−7)

4P5/2 29.57 2.23(−8)

2P− 9.44(−5) 6.97(−3)

2P+ 1.36(−5) 4.84(−2)

In conclusion, this in situ method for the determination of the ion beam energy
width, ∆EP/EP allows for the convolution of the ion beam’s energy width within
the Auger electron spectra, eliminating the need for additional measurements. Fur-
thermore, it offers the flexibility to vary parameters such as the stripping location
and accelerator settings for each experiment, enabling accurate determination of the
energy width under specific conditions.
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Chapter 9

Summary and Conclusions

In this dissertation we studied the intricate atomic mechanisms governing electron
capture and ionization in fast (a few MeV/u) ion-atom collisions, with a specific focus
on collision systems with multi-electron open-shell ions, including He-like (1s2s 3S)
and Be-like (1s2s22p 3P ) ions. These pre-excited ions, initially having a K-shell
vacancy, provide a unique view into the dynamic collision processes in ionic environ-
ments, deviating from the ground state. Our research has shed light on the complex
phenomena of electron capture/loss to the projectile continuum and single electron
capture, serving as a ground for testing advanced collision theories and unraveling
the underlying fundamental physics.

Our cusp electron investigations encompassed collision systems featuring both
bare and dressed projectiles of diverse ion species. The primary objectives were to
decipher the contributions of multielectronic target subshells and open-shell projec-
tiles in generating cusp electrons. Accompanied by state-of-the-art distorted wave
theories, our studies have unveiled intriguing insights into electron capture and loss
processes, notably the pivotal role of the target 2p electron in collisions involving
bare projectiles and multielectronic Ne and Ar targets. Furthermore, we investi-
gated for the first time, both experimentally and theoretically, the cusp electron
peak originating exclusively from collisions of pre-excited ions with He targets, at
the DDCS level. A notable discovery was the identification of a small peak on the
low-energy wing of the cusp peak, with an energy offset from the cusp maximum
equal to the target’s ionization potential. This signifies a novel electron loss to the
continuum process involving correlated electron-electron interaction.

In addition to cusp electron studies, our research focused on the investigation of
the single electron capture process in collisions of fast He-like mixed-state projec-
tiles (1s2 1S, 1s2s 3S) with He. Building upon previous work with He-like carbon
projectiles, our investigations extended to He-like oxygen and boron projectiles, sup-
porting evidence of strong electron correlations, showcased by the values of the ratio
Rm between the yields of the 4P and 2P± peaks. In detail, our isoelectronic SEC
study highlighted the population of the 2P− state, showing enhanced electron corre-
lation effects with decreasing the projectile’s atomic number Zp. Furthermore, we
determined the SDCSs of 1s2s2p 4P, 2P± states originating from both ground, 1s2,
and metastable, 1s2s 3S, configurations of the incident oxygen beam across a wide
range of collision energies. These findings hold significant value as benchmarks for
refining and validating advanced three-active electron theories, such as the 3eAOCC
theory, which we critically compared against our measurements.
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It is worth noting that the SDCSs associated with the 1s2s2p 2P− state, for col-
lisions of O6++He, exhibit the lowest values, i.e., of the order of 10−22 cm2/sr. Nev-
ertheless, our double-measurement ZAPS technique, has enabled the precise deter-
mination of absolute SDCSs even under such challenging conditions. This outcome
underscores the capabilities of our atomic physics setup, signaling opportunities for
similarly demanding experiments in the foreseeable future. Such an example is the
investigation of double electron capture in collisions of H-like projectiles with He,
that holds immense potential, as this three-electron collision system could serve as
an exceptional laboratory for the scrutiny of advanced 3-electron theories, such as
the 3eAOCC.

Lastly, we introduced a new method for determining the energy width of ion
beams in tandem Van de Graaff accelerators, an important parameter influenc-
ing experimental resolution. Our approach relied on measurements of KLL Auger
spectra, complemented by Monte Carlo simulations within the SIMION ion optics
package. This novel technique enables the in-situ determination of ion beam energy
width directly from the KLL Auger spectra, eliminating the need for additional
measurements and enhancing the precision of experimental outcomes.

The goal of this dissertation was to make significant contributions to the under-
standing of electron capture and ionization processes in fast ion-atom collisions, ad-
vancing our knowledge of atomic physics phenomena and providing valuable insights
for future research in this field. In this spirit, we have upgraded our experimental
setup so as to enable experiments including coincidences techniques. This upgrade
has substantially increased the arsenal of the Atomic Physics beamline operating
at the INPP of NCSR “Demokritos”, paving the way for continued exploration of
fundamental collision processes in the field of atomic physics.
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Appendix A

Supplemental Material of Chapter 2

Derivation of Eq. 2.1.

Proof. Starting from the velocity diagram depicted in Fig. 2.2, the velocity of the
electron in the laboratory frame can be determined using the vector addition rule
as:

v = v′ +Vp .

By squaring both sides we have:

v2 = v′2 + V 2
p + 2v′ ·Vp ⇒ v2 = v′2 + V 2

p + 2v′Vp cos θ
′ .

Multiplying all terms by 1
2
m yields:

1

2
mv2 =

1

2
mv′2 +

1

2
mV 2

p + 2
1

2
mv′Vp cos θ

′ ⇒ ϵ = ϵ′ + tp + 2
√
ϵtp cos θ

′

since
1

2
mv′Vp =

√
1

4
m2v′2V 2

p =
√

ϵtp .

■

Derivation of Eq. 2.2.

Proof. To establish Eq. 2.2, we begin with the relation:

v′ = v −Vp .

The steps to prove this equation are analogous to those followed in the previous
derivation.

■

Derivation of Eqs. 2.5, 2.6.

Proof. By substituting
√
ϵ ≡ x into Eq. 2.2, we can rewrite it as follows:

x2 − 2x
√

tp cos θ + tp − ϵ′ = 0 .

Solving this quadratic equation yields two possible solutions:

x± =
√
ϵ± =

√
tp cos θ ±

√
tp cos2 θ − tp + ϵ′ .
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Taking the square root of both sides, we obtain the solution:

ϵ±(θ) = ϵ′(ζ cos θ ±
√
1− ζ2 sin2 θ)2 ,

where we have introduced the dimensionless parameter ζ (see Eq. 2.4).
It is important to note that the expression under the square root must be larger

than or equal to zero. In the case of slow emitters (ζ < 1), this mathematical
requirement is satisfied for any emission angle θ. However, for fast emitters (ζ >
1), the maximum attainable observation angle θ is limited as follows:

1− ζ2 sin2 θ ≥ 0 ⇒ θmax = arcsin

(
1

ζ

)
.

■

Derivation of Eqs. 2.7, 2.8.

Proof. The derivation of both equations can be easily obtained from Eq. 2.5 by
considering θ = 0◦. The plus (+) sign corresponds to the higher laboratory
electron energy, associated with a projectile rest frame ejection angle θ′ = 0◦,
while the minus (−) sign corresponds to the lower laboratory electron energy,
associated with a projectile rest frame ejection angle θ′ = 180◦. These relations
hold for fast emitters (ζ > 1). For slow emitters (ζ < 1), there is only one solution,
which corresponds to the plus (+) sign.

■

Derivation of Eq. 2.9.

Proof. The expressions for line stretching (or compression) can be obtained by
taking the derivatives of Eqs. 2.7:

dϵ
dϵ′

∣∣∣
+
= d(

√
ϵ′+

√
tp)2

dϵ′
=

√
ϵ′+

√
tp√

ϵ′
= 1 + ζ (All ζ, θ′ = 0◦, θ = 0◦)

dϵ
dϵ′

∣∣∣
−
= d(

√
ϵ′−√

tp)2

dϵ′
=
∣∣∣√ϵ′−√

tp√
ϵ′

∣∣∣ = |1− ζ| (ζ > 1, θ′ = 180◦, θ = 0◦) ,

where the absolute value is taken into consideration for the case of fast emitters
in order to avoid negative values that do not have any physical meaning.

■

Derivation of Eq. 2.10.

Proof. Starting from Eq. 2.9 we have:

∆ϵ

∆ϵ′
= |1± ζ| =

√
(1± ζ)2 =

√
ϵ′(1± ζ)2

ϵ′
.

Combining the last equation with Eqs. 2.7, 2.8 we obtain:

∆ϵ

∆ϵ′
=

√
ϵ

ϵ′
⇒ ∆ϵ =

√
ϵ

ϵ′
∆ϵ′ =

√
ϵ′

ϵ

ϵ

ϵ′
∆ϵ′ ⇒ ∆ϵ

ϵ
=

√
ϵ′

ϵ

∆ϵ′

ϵ′
.
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■

Derivation of Eq. 2.11.

Proof. According to the geometric representation shown in Fig. 2.3, the angle
transformation can be calculated as follows:

sin θ =
v′ sin θ′

v
⇒ sin θ =

√
ϵ′

ϵ
sin θ′ .

By squaring both sides of the above equation and multiplying both parts with 4π
we obtain:

4π sin2 θ =
ϵ′

ϵ
4π sin2 θ′ .

The solid angle of a cone, with its apex at the same point as the solid angle and
an apex angle of 2θ, can be represented by the area of a spherical cap on a unit
sphere, i.e.:

Ω = 2π(1− cos θ) = 4π sin2

(
θ

2

)
.

By combining the last two equations we obtain the following expression:

∆Ω =
ϵ′

ϵ
∆Ω′ .

Finally, by utilizing Eqs. 2.7, 2.8 we obtain the final equation:

∆Ω

∆Ω′ ⇒


∆Ω
∆Ω

∣∣∣
+
= 1

(1+ζ)2
(All ζ, θ′ = 0◦, θ = 0◦)

∆Ω
∆Ω

∣∣∣
−
= 1

(1−ζ)2
(ζ > 1, θ′ = 180◦, θ = 0◦) .

■

Derivation of Eq. 2.12.

Proof. The derivation of the equation can be easily obtained by combining Eqs. 2.10
and 2.3, resulting in:

d2σ

dΩdϵ
=

d2σ
1

(1±ζ)2
dΩ′|1± ζ|dϵ′

= |1± ζ| d2σ

dΩ′dϵ′
.

■

133





Appendix B

The TARDIS program

The TARDIS (Transmitted charge Distribution) code for charge state analysis was
developed in C# programming language to calculate the expected charge state dis-
tributions and corresponding probabilities after ion beam stripping [240]. Τhe code
is based on the older FORTRAN program CHARGE used in the 7 MV Tandem
accelerator laboratory of J.R. Macdonald at Kansas State University [241].

The program utilizes four semiempirical formulae [231–234], which provide beam
and stripper characteristics. Regarding the beam, the energy E (in MeV), corre-
sponding velocity u (in mm/ns), atomic number of ions Zp, mass of the introduced
element m (in amu), and incoming charge value can be specified. A multiplica-
tion factor can also be introduced to scale the outgoing current values. As for the
stripping medium, both solid (thin foil) and gas options are available, with the cor-
responding atomic number selection. Results based on the calculations of the four
models are presented together for comparison.

Charge state distributions can be represented by Gaussian distributions charac-
terized by an average charge q̄ and corresponding width d. The four formulae predict
these parameters based on the beam interaction with the solid or gas stripper, con-
sidering electronic loss and capture processes taking place during the collision. The
equations implemented in the TARDIS program for each semiempirical formula are
given in Fig. B.1. Each formula has a different range of values for Zp, around
which it exhibits optimal use, and these regions are incorporated into the program.
The interface of the TARDIS program is shown in Fig. B.2. The program allows
the retrieval of the four distributions in a consolidated table and the exportation
of results in graphical representations. For a comprehensive understanding of the
TARDIS code and the four semiempirical formulae employed, a detailed description
can be found in [28].

For example, according to the formulae, the dominant charge state produced
after the collision of a 1.2 MeV C− ion beam (corresponding to 1.2 MV tandem
voltage) is q = 3, i.e., C3+ for this specific collision scheme. Additionally, C2+ and
C4+ ions have considerable production fractions. It is worth noting that the final
energy of each charge state differs depending on its final charge (see Eq. 3.1). For
instance, the C4+ ion beam will have a final energy of 6 MeV, while the C3+ ion
beam will have a final energy of 4.8 MeV, for a tandem voltage of 1.2 MV.

While a single stripping process (tandem stripping) is adequate to produce a 6
MeV C4+ ion beam, there are cases where a higher charge state at adequate intensity
is required. In such scenarios, a second stripping process (post-stripping) must be

135



Figure B.1: The four semiempirical formulae utilized by the TARDIS code. Taken
from [28].

Figure B.2: The TARDIS code interface displays the charge state distributions
resulting from the collision of 1.2 MeV C− ions with a carbon thin foil.
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employed. Thus, a 6 MeV C2+ or C3+ ion can be further stripped after exiting the
accelerator in the post-stripper (foil of gas), resulting in charge state distributions
centered around q̄ = 4, with an increased intensity for the C5+ ion beam, compared
to the single stage tandem stripping case. This scenario is depicted in Fig. B.3.

Figure B.3: Same as Fig. B.2 for the collision of 6 MeV C2+ ions with a N2 gas
medium.
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Appendix C

Beamtime: Beamline Preparation
and Data Acquisition

C.1 Introduction

In this appendix, we provide a guide on how to prepare the Atomic Physics beamline
for experiments. We will cover the alignment procedure, electrical connections, and
essential power supply requirements. Additionally, we will explain how to record
spectra step-by-step during the experiment.

C.2 Alignment

The first step in preparing for beamtime is the geometrical alignment of the beam-
line. To achieve optimal alignment, we calibrate the telescope using the farthest
set of slits, which is SL1. The goal is to align the telescope with the beamline’s
optical axis, and this involves identifying two stable points in space. The base of the
telescope serves as the first point, while the second one is found along the beamline.
For the L45 line, this stable point is defined twice using SL1 and SL2. Each set of
slits has central settings, where the slits align precisely with the optical axis. SL1 is
preferred for telescope alignment, as it is the furthest stable point on the beamline.
Both SL1 and SL2 are equipped with LED lights powered by the current outputs of
the slits, along with an external power supply of 9 V. The alignment process involves
setting only two perpendicular slits to the centered position, aligning the telescope’s
cross-hair with their edges, and then repeating the process with the other two slits.
Once the telescope is aligned, it serves as a guide to align everything else in the
beamline.

Typically, the alignment of the HDA chamber is necessary, especially after ex-
tended periods of time or heavy-duty activities within the chamber. However, the
support table allows for corrections in case of slight misalignment. The alignment
process is conducted from the outside to the inside and from upstream to down-
stream. If both the chamber and the HDA are misaligned, the chamber is aligned
first, and then the HDA is adjusted accordingly. Similarly, if both the chamber
and the gas cell are misaligned, the gas cell is corrected first. During the alignment
process, the gas cell apertures should appear as circles. An improperly aligned gas
cell will appear as an ellipsoid shape.
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C.3 Vacuum

After aligning the beamline, the next step is to pump it down before testing any
power supplies. The process begins by opening the fore-pumps until a pre-vacuum
of 10−2 Torr is achieved. At this point, the turbo pumps are activated, but it’s
important to be cautious until they reach their full speed. Fig. C.1 illustrates the
HDA chamber vacuum as a function of time during the pump down process.

It is essential to start pumping the beamline at least one week before the beam-
time to allow enough time for identifying and correcting any possible sealing prob-
lems. This early start also helps to ensure that the desired pressures can be reached
in case out-gassing occurs due to previous work in the beamline.

Figure C.1: HDA chamber vacuum as a function of time during pump down. Taken
from [9].

C.4 Power supplies

C.4.1 Steerers

The Steerers PSU (Power supply units) provide current to the double pair of steerers
that control the ion beam’s trajectory. Before each experiment, a thorough test is
conducted to ensure their proper operation. Ideally, each of the four current supplies
should be capable of providing up to 2.5 to 3 Amperes in both polarities. To test the
Steerers PSU, a simple multimeter can be used, but it is crucial to exercise caution
during the high current measurement. These power supplies should be turned on
a few days before the experiment to stabilize their performance. Throughout the
experimental period, they are kept operational to prevent any hysteresis effects on
the currents. This ensures the stability and reliability of the steerers during the
experiment.

C.4.2 Suppressor

The Suppressor is an electrode positioned on the final Faraday cup for suppressing
electrons emitted from the cup. This suppression is crucial for the accurate beam
current measurement, since it suppresses all the secondary electrons not to leave the
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FC volume and wrongly measured as excessive current. The power supply unit pro-
vides a voltage of -300 VDC (Volts direct current). To ensure its proper operation,
a simple voltage check should be performed on both ends of the connections.

C.4.3 Master Valve Switch

The Master Valve Switch is a transformer that converts 240 VAC (Volts altering
current) to 24 VAC, providing the necessary power for the valves. Each isolation
valve has its dedicated switch, which is connected in series with the Master Valve
Switch. This setup ensures proper control and operation of the valves during the
experiment.

C.4.4 MCP

The MCP HVPS can be checked by setting its voltage (VMCP ) to a value lower than
1 kV, which allows us to verify the performance of the voltage divider. Additionally,
we can check the floating voltage by setting Vbias+VMCP to a value lower than 1 kV.
Vbias can be independently checked as well.

C.4.5 HDA

To verify the HDA HVPS, the rack-mounted voltage divider is utilized, offering a di-
vision factor of 10.900608. For instance, if the set voltage is 2000 Volts, the measured
value of the accurate multimeter should be 2000/10.900608 = 183.476 VDS.

C.5 MCP image

Proper testing of the DAQ system involves checking for signals on the MCP surface.
After applying a high voltage on the MCP (less than 2300 Volts), small sparks, also
known as dark current, may be detected all over the MCP image. These sparks are
considered random noise, and after a few minutes, a uniform round picture should
be detected on the MCP, indicating proper operation.

C.6 Counter

To test the counter, a pulse generator and a custom-made *.vi (a LabVIEW virtual
instrument file) in the laboratory computer can be used. The pulse generator gener-
ates electrical pulses that simulate particle signals, and the custom-made *.vi helps
in monitoring and analyzing the response of the counter to these pulses.

C.7 Gas Delivery System

The gas delivery system must be thoroughly checked and properly purged before the
experiment. During the experiment, the pressure in the pre-valve should be kept
higher than atmospheric pressure to prevent any contamination of the gas target.
This ensures the integrity of the gas target and maintains the purity of the gas used
in the experiment.
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C.8 Baratron

The Baratron unit should be warmed up for a minimum of 24 hours before the
experiment, allowing it to reach its operating temperature. It is recommended
to perform the zeroing just before the experiment to ensure accurate gas pressure
readings during the experiment.

C.9 The HV Fasmatech program

The Fasmatech Company [242] has developed a LabView program designed for the
APAPES apparatus. The main purpose of this program is to control the voltages
applied by the power supplies to the various elements of the HDA. Additionally, it
works in conjunction with a second program known as the MCP program, which
is responsible for controlling the initiation and termination of the data recording
process. The HV Fasmatech program’s interface is shown in Fig. C.2

Figure C.2: Interface of the HV Fasmatech program.

To begin using the program, start by clicking the Connect button to establish
the connection. Once connected, you will notice that the program’s colors become
more vibrant. Next, turn on the virtual power supply switch, located above the Help
button, and check the Enable Updates box. From this point onwards, the program
is ready to set the desired voltages.

The HDA requires different sets of voltages according to the desired measure-
ment, which can be selected through the Lens Scheme option. Additionally, you can
modify the deceleration factor by choosing the appropriate value from the Deceler-
ation Factor option. To complete the configuration, set the desired tuning energy
in the Tuning Energy W option.

After selecting all the necessary parameters, press the Set Voltages button to
apply the settings. With these steps completed, the desired voltages have been
applied to the HDA.

Before commencing the measurement, it is essential to determine the number
of counts to be recorded, which can be configured using the Normalization Counter
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option. The count number is influenced by several factors, primarily by the ion beam
current and the desired process cross section to be measured. To ensure reliability
and consistency throughout the experiment, it is generally recommended to record
multiple spectra with a few thousand counts each.

Depending on the specific circumstances of each experiment, it is advisable to set
the recording time for a single spectrum to be equal to or less than 5 minutes. This
approach facilitates efficient data acquisition until the desired statistics is reached.

C.10 The MCP program

The MCP program is the data acquisition program. It was developed by the elec-
tronics laboratory of the ATOMKI Institute in Hungary [143] When launched, the
interface shown in Fig. C.3 will appear. If the preamplifier and DAQ are powered
on, an IP address ending in “112” will be displayed in the “Connect to hardware”
window. To ensure proper functionality and avoid image freezing, it is crucial that
the IP address ends with “112”.

Figure C.3: Interface of the MCP program upon initialization.

The “Start Monitor” button enables the acquisition system to display the elec-
tron signal on the screen without recording and saving the corresponding data. This
option is useful for adjusting the following parameters before starting the data ac-
quisition process:
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1. To fix the projection windows, one can adjust the projection by hand using the
mouse or input exact values by going to “View → Show projection position ...”.
The rotation angle of the image can also be selected through “View → Show
image transformation”. Properly adjusting these parameters should result in
the Horizontal Projections forming a square containing the entire PSD image,
while the Vertical Projections should form a rectangle containing the energy-
analyzed electrons.

2. Set the range of the “Pulse Height Distribution - PHD”: This parameter con-
trols the number of channels in the pulse’s amplitude distribution. This cor-
responds to a smooth function of a fast increase followed by a much slower
decrease. Usually, a cut-off by a small number is necessary to avoid noise in
the PHD, judged by a sharp peak present at small number channels. The
acquisition program calculates the sum signal of the MCP for each incoming
event and displays the amplitude distribution in the software. It is impor-
tant to note that the product of the number of image pixels and the energy
spectrum channels should not exceed 1.4× 108.

3. Finally, select “Window” in the “Energy’ option. Now, the program is capable
of applying a window on the raw data, displaying only those events with
amplitudes between the two red lines set on the Pulse Height Distribution.

Now that all the settings have been configured, data acquisition can begin. To
initiate the recording, click on the “Start” button. A pop-up window will appear,
prompting to choose the location and filename for the saved files. Once these pa-
rameters are set, click “OK” and return to the HV PSUs program. By clicking on the
“Start Single” button, the measurement begins. A typical screenshot in recording
conditions of the MCP program corresponding to the measurement of 5.5 MeV B3+

+ He is shown in Fig. C.4. As it is evident from the peak present at the pulse height
distribution (upper right window), the spectrum is quite noisy, and thus a cut-off
was necessary, as described above.

In Fig. C.5 a more detailed picture of the MCP area is shown identifying the
peaks of the spectrum in the raw data.

C.11 Gas loading

When loading gas into the target gas cell, it is essential to close the beamline valve
to prevent any contamination of the accelerator upstream beamline. Additionally,
the MCP voltage should be set to zero during this process. Before introducing a
new gas, a purging procedure must be performed to ensure the purity of the gas.
This involves loading and flushing the gas cell three to four times to remove any
residual contaminants.

C.12 End of the experiment

At the end of the experiment, several steps need to be followed for the proper shut-
down. First, the switching valve should be closed to isolate the APAPES beamline
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Figure C.4: Screenshot of the MCP program corresponding to the measurement of
5.5 MeV B3+ + He.

Figure C.5: Detail of the MCP area of Fig. C.4 identifying the peaks of the spectrum
in the raw data.
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from the accelerator beamline. Next, the power supplies should be turned off, fol-
lowed by closing the gas bottles. Once these steps are completed, the pumping
system can be shut down.

There are two options for handling the beamline after shutdown. The first option
is to leave the beamline as is, maintaining a pre-vacuum. This option is preferred
when the next beamtime is scheduled soon enough. Alternatively, the spectrometer
chamber can be loaded with N2 gas slightly above the atmospheric pressure to ensure
the MCPs are safe, preventing them from being exposed to air humidity.
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Appendix D

Metastable Beam Fraction Error
Estimation via Monte Carlo

Approach

The calculation of the error associated with the value of the fraction f is based
on the uncertainties of the four individual parameters 4P(1), 4P(2), 2D(1), and 2D(2),
corresponding to the SDCS values for the two measurements, (1) and (2). One
way to approach this problem is to use the propagation of uncertainty formula and
calculate the error as:

σf =

√(
∂f

∂P1

σP1

)2

+

(
∂f

∂P2

σP2

)2

+

(
∂f

∂D1

σD1

)2

+

(
∂f

∂D2

σD2

)2

, (D.1)

where we have used the notation Pi and Di instead of 4P(i) and 2D(i) (i = 1, 2)
for brevity. Here, σP1 , σP2 , σD1 , and σD2 are the uncertainties associated with the
measurements of P1, P2, D1, and D2, respectively. Note that all four parameters are
estimated to have the same uncertainty since they are affected by the background
choice and the accuracy of the simulations used to fit the experimental data. More
specifically, we estimated the uncertainty of the parameters due to the background
selection to be σBKG = 5%. After the background subtraction, determination of
the SDCSs was performed via Monte Carlo simulations utilizing the SIMION optics
package. The error of the integration due to this analysis is estimated to be σSIM =
5%. Finally, the overall uncertainty of the SDCSs is:

σSDCS =
√
σ2
BKG + σ2

SIM ≃ 7%. (D.2)

Eq. D.1 can occasionally lead to excessively large error estimates. This may
occur because the formula assumes that the uncertainties of each parameter are
independent and uncorrelated, but in reality, the values of P1 and D1 are correlated,
as are P2 and D2, since they pertain to the same electronic spectrum.

To address this issue, we performed a Monte Carlo simulation approach, where
we randomly sampled values for each of the four parameters, i.e., the P1, P2, D1,
and D2, based on their uncertainty distribution, and then calculated the resulting
value of fraction f for each set of the sampled parameters. By repeating this process
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we obtained a distribution of f values, which gave us a more accurate estimation
for the uncertainty associated with f .

In detail, we developed a code written in the Python programming language using
PySimpleGUI, a Graphical User Interface (GUI) framework [243]. The GUI layout
is divided into five sections, i.e., “Values Info”, “Errors Info”, “Number of Iterations”,
“Experimental Results”, and “Monte Carlo Results”, as shown in Fig. D.1. Users can
insert values for the four parameters of interest, their uncertainties, and the number
of iterations N .

Figure D.1: GUI layout corresponding to the Python script utilized to optimize the
fractions error estimation.

The “Run” button triggers the calculation process, where the program first cal-
culates the experimental fractions and displays them in the “Experimental Results”
section. Then, the program proceeds to execute the Monte Carlo simulation, where
random values are generated using triangular distributions. The random values are
centered around the inputs which are the experimentally determined values, with
the limits of the generated values determined from the corresponding uncertainties
σPi

and σDi
(i = 1, 2) as:

Xi,min = Xi − σXi
Xi,

Xi,max = Xi + σXi
Xi,

(D.3)

where X stands for P and D parameters. Note that the choice of a triangular dis-
tribution for sampling the random numbers was made due to the lack of knowledge
about the distribution of the individual parameters, Xi. In Monte Carlo simulations,
the triangular distribution, also known as a lack of knowledge distribution, is com-
monly used in such situations where the true distribution of a variable is unknown
or difficult to determine [244, 245].

During the sampling process, it is important to ensure that the generated values
meet certain conditions. In this particular simulation, there are two such conditions
that must be met, i.e., P1 > P2 and D1 < D2. These conditions are a direct result
of the physical system under investigation and must be taken into account in order
to obtain meaningful results.

As a final step, the sampled values are stored in two different lists, corresponding
to the fractions of the two electronic spectra at hand. The average and standard
deviation of these lists are then calculated and displayed in the “Monte Carlo Results”
section. Additionally, the program exports the sampled values and the corresponding
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fractions for each set of data in a text file, allowing the user to further analyze the
results or use them for subsequent calculations. This feature provides the user with
flexibility in analyzing the results beyond the program’s built-in functionality. In
Fig. D.2 we present a flowchart showcasing the script’s reasoning.

Figure D.2: Flowchart of the Python script using a Monte Carlo approach to cal-
culate metastable fraction errors. Different colours have been used for sake of read-
ability: [Gray] Start / stop; [Blue] Data manipulation is not involved; [Green] Data
involved are considered to be valid; [Yellow] Data involved are undergoing checks;
[Red] Data involved are considered to be potentially invalid.

To ensure the validity of the simulation, it is important to first verify that the
sampled values follow the distribution that was requested. One way to do this is by
varying the number of iterations used in the simulation and observing the result-
ing distribution of sampled values. For instance, in the case of 10 MeV O6++He,
the initial choice of N = 100 did not produce a triangular distribution that was
satisfactory, as shown in Fig. D.3.

By increasing the number of iterations, it was observed that the distribution of
sampled values began to better follow the desired triangular distribution. This ap-
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Figure D.3: Histogram diagrams showing the distributions of the sampled values of
the 4P and 2D, obtained through the Monte Carlo approach with N = 100 number
of iterations for the case of 10 MeV O6++He collisions. Red colors refer to the values
corresponding to the high fraction measurement while blue colors to the low fraction
measurement.
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proach of varying the number of iterations and examining the resulting distribution
can help to identify the optimal number of iterations needed to produce accurate
simulation results, which in our case is N = 104. However, given the computational
resources available, we decided to increase the number of iterations by an order of
magnitude, bringing it to N = 105. The results obtained with this larger N value
are qualitatively similar to those obtained with N = 104, indicating that the simu-
lation has converged and the results are reliable. Therefore, we can conclude that
N = 105 is an appropriate choice for generating accurate results for this particular
simulation.

Figure D.4: Same as Fig. D.3 for N = 105.

After finding the N value to be used throughout the simulations, we plotted
the distribution of the f values as they were calculated for each set of the sampled
values. The related graphs are shown in Fig. D.5. The f values follow a normal
distribution around the mean, in agreement with the Central Limit Theorem (CLT).
According to the CLT, the distribution of sample means of any random variable will
be approximately normal, provided that the sample size is sufficiently large [246].

As we see in the histogram diagrams of Fig. D.5, the mean values of f determined
from the simulation agrees with the experimental determined values. In addition,
the standard deviations of the sample, taken from the simulation, are used as an
estimate of the error of the experiment. This is because the error of the mean value
decreases with increasing sample size, thus leading to an underestimate of the true
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Figure D.5: Histogram diagrams showing the distributions of the f values obtained
through the Monte Carlo approach with N = 105 number of iterations for the case
of 10 MeV O6++He collisions. Red colors refer to the values corresponding to the
high fraction measurement while blue colors to the low fraction measurement. The
experimentally determined f values along with the mean values of the simulation
and the corresponding standard deviations are also indicated.

error. Therefore, we use the standard deviation of the sample as a more reliable
estimate of the error, as it is not affected from the sample size after convergence of
the simulated mean values. This process ensures that our simulation results are not
only in agreement with the experimental values, but also have a valid error estimate.
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Appendix E

Limitations of the Metastable Beam
Fraction Determination and

Compensation Methods

The method outlined in Section 4.5 requires the measurement of a KLL Auger
spectrum under identical collision conditions, but with different metastable beam
components. The crucial question is how much the 1s2s 3S fraction should differ
between the two measurements.

It should be emphasized that seemingly small differences in the metastable frac-
tion leads to substantial differences in the 4P yield, since it is exclusively popu-
lated by the 1s2s 3S state through single electron capture. The magnitude of this
difference corresponds to the ratio of the metastable fractions for the two mea-
surements, as evident from Eq. 4.36. Conversely, the 2D state is populated via
transfer-excitation from the ground state 1s2. Considering that the ground state
content is dominant for He-like beams at all collision energies (e.g., at least 70% or
more for oxygen projectiles), a seemingly small difference in the metastable fraction
only slightly affects the percentage of the ground state in the beam, and thus the
difference in the 2D yield for the two measurements.

For the cases where the small differences in the metastable fraction do not pro-
vide reliable differences for the 2D yields, Eq. 4.36 cannot determine the metastable
fraction values, rendering the double measurement technique inapplicable. Fig. E.1
illustrates such a scenario for collisions of 16 MeV O6+ + He, where noticeable dif-
ferences are observed in the 4P peak yields between the two measurements, whereas
the 2D Auger peaks show negligible differences.

Compensating for the limitations of the double measurement technique in situ-
ations where it cannot be applied is possible by incorporating additional measure-
ments at different collision energies. Foil strippers have been found to consistently
produce a He-like beam with a constant metastable fraction across various colli-
sion systems, regardless of the stripping point used (tandem or post stripping),
as discussed in Section 4.5. Thus, by averaging the fractions obtained from the
high fraction spectra across different collision energies, the fraction of the high frac-
tion spectrum can be determined at the specific collision energy where the double
measurement technique is not applicable. Subsequently, by taking the ratio of the
4P peaks between the two measurements in this collision energy, the ratio of the
fractions can be obtained as discussed earlier. Knowing the 1s2s 3S percentage in
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one spectrum and the ratio of the fractions between the two measurements, the
metastable fraction of the low fraction spectrum can be indirectly determined. This
approach provides a means to compensate for the limitations of the double mea-
surement technique and derive the metastable fraction even in cases where direct
application of the technique is not feasible, as in the case presented in Fig. E.1.

Figure E.1: KLL Auger spectra for collisions of 16 MeV O6+ + He showing the
limitations of the double measurement technique for determining the metastable
fraction 1s2s 3S due to insufficient differences in the 2D yields. Red lines correspond
to the results for the high fraction metastable content spectra, while blue lines
correspond to the low fraction metastable content.

Through the utilization of a comprehensive dataset consisting of experimental
KLL Auger spectra for collisions of O6+ + He at various collision energies, we con-
ducted a thorough investigation into the feasibility of employing the double mea-
surement technique. Fig. E.2 illustrates the percentage difference in the 2D Auger
lines between the low fraction and high fraction measurements obtained at each
collision energy. Based on careful analysis, we identified three distinct regions.

• In cases where the 2D differences were less than 10%, it was determined that the
double measurement technique could not be reliably applied. The uncertainties
associated with such small differences prevented accurate determination of the
metastable fractions using this technique.

• For 2D differences falling within the range of 10% to 16%, the double measure-
ment technique proved to be applicable, allowing for the accurate determina-
tion of metastable fractions.

• Finally, in instances where the 2D differences exceeded 16%, the double mea-
surement technique demonstrated its robustness, providing accurate results
for the metastable fractions. The significant differences in the 2D yield be-
tween the two measurements allowed for the accurate determination of the
metastable fraction with high confidence.
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This analysis of the percentage differences in the 2D Auger lines across differ-
ent collision energies provided valuable insights into the reliability and effectiveness
of the double measurement technique, enabling the determination of appropriate
conditions for its safe application in determining the metastable fractions.

Figure E.2: Percentage difference in the 2D Auger lines between the low fraction
and the high fraction measurements for O6+ + He collisions at different collision en-
ergies. The figure highlights the applicability of the double measurement technique,
indicating three distinct regions based on color: (red) the technique cannot be reli-
ably applied, (green) the technique can be safely applied, and (blue) the technique
can be utilized with high accuracy.
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Appendix F

DDCS Determination of the Cusp
Electron Peak from the 1s2s

Configuration

Cusp electron studies involving mixed-state He-like beams encompass both the ELC
and ECC processes. Both the ground state, 1s2, and the excited 1s2s configurations
need to be considered for the cusp peak formation. To separate the contributions of
the ground and excited states, the double measurement technique is utilized. In cases
where the double measurement involves one measurement with pure ground state,
the analysis results in Eq. 6.18. Here, we present the derivation of this equation.

For the pure ground state beam, the DDCS of the cusp peak results from both
ECC process and the ELC of a K-shell electron. In order to account for the two 1s
electrons, the ELC part has to be multiplied by a factor of 2. Thus,

d2σ[1s2]

dΩdE
=

d2σ[1s2]

dΩdE

∣∣∣∣∣
ECC

+ 2
d2σ[1s2]

dΩdE

∣∣∣∣∣
K−ELC

. (F.1)

For the mixed-state beam, the equation describing the DDCS of the cusp peak
is more complicated due to the presence of two configurations as well as the L-
shell electron of the 1s2s configuration. Considering the metastable fraction f , the
corresponding equation reads as:

d2σ[1s2, 1s2s]

dΩdE
=(1− f)

d2σ[1s2]

dΩdE

∣∣∣∣∣
ECC

+ 2(1− f)
d2σ[1s2]

dΩdE

∣∣∣∣∣
K−ELC

+ f
d2σ[1s2s]

dΩdE

∣∣∣∣∣
ECC

+ f
d2σ[1s2s]

dΩdE

∣∣∣∣∣
K−ELC

+ f
d2σ[1s2s]

dΩdE

∣∣∣∣∣
L−ELC

.

(F.2)

Finally, by combining Eqs. F.1 and F.2 as

d2σ[1s2, 1s2s]
dΩdE

− (1− f)d
2σ[1s2]
dΩdE

f
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we can readily extract the contribution to the cusp electron peak from the excited
state component, 1s2s, as given by Eq. 6.18, since

d2σ[1s2s]

dΩdE
≡ d2σ[1s2s]

dΩdE

∣∣∣∣∣
ECC

+
d2σ[1s2s]

dΩdE

∣∣∣∣∣
K−ELC

+
d2σ[1s2s]

dΩdE

∣∣∣∣∣
L−ELC

(F.3)
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Εκτεταμένη Σύνοψη

Extended Greek Summary

Σε αυτό το σημείο παρατίθεται μία εκτενής ελληνική σύνοψη της διατριβής με τίτλο

“Μηχανισμοί ηλεκτρονικής σύλληψης και απώλειας σε ταχείες κρούσεις ιόντων-ατόμων”.
Ακολούθως, θα γίνει μία σύντομη περιγραφή της πειραματικής διάταξης που χρησι-
μοποιήθηκε και θα παρουσιαστούν τα αποτελέσματα των μελετών που έγιναν στα

πλαίσια της παρούσας διατριβής.

9.1 Η Πειραματική Διάταξη

Τα πειράματα πραγματοποιήθηκαν στο εργαστήριο του επιταχυντή tandem Van de
Graaff του Ινστιτούτου Πυρηνικής και Σωματιδιακής Φυσικής του Εθνικού Κέντρου
Φυσικών Επιστημών “Δημόκριτος”. Συγκεκριμένα, για τις ανάγκες της παρούσας δια-
τριβής αξιοποιήθηκε η πειραματική διάταξη του σχήματος 9.1, η οποία είναι αφιερωμένη
σε πειράματα κρούσεων ιόντων-ατόμων για μελέτες που άπτονται του πεδίου της Ατο-
μικής Φυσικής.

Figure 9.1: Η πειραματική διάταξη Ατομικής Φυσικής που λειτουργεί στο εργαστήριο
του επιταχυντή tandem Van de Graaff του «Δημόκριτου».

Τα κύρια μέρη της εν λόγω διάταξης είναι το κελί αέριου στόχου και ο φασματογρά-

φος (HDA). Κατά τη διαδικασία της κρούσης, όταν η δέσμη ιόντων αλληλεπιδρά με
τα άτομα του αέριου στόχου, παράγονται ηλεκτρόνια είτε από τον στόχο είτε από την
επιταχυνόμενη δέσμη. Τα ηλεκτρόνια που εκπέμπονται σε μηδέν μοίρες σε σχέση με τη
δέσμη ιόντων εστιάζονται από τον φακό στην είσοδο του φασματογράφου, αναλύονται
ενεργειακά και καταλήγουν στον δισδιάστατο ανιχνευτή θέσης (PSD). Η δέσμη ι-
όντων διασχίζει το φασματογράφο, καταλήγοντας σε ένα κελί Faraday όπου το ρεύμα
της μετράται για λόγους κανονικοποίησης των καταγεγραμμένων φασμάτων.
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Η διατήρηση σταθερά χαμηλής πίεσης της πειραματική γραμμής, ∼ 10−6−10−7 Torr,
είναι ζωτικής σημασίας για την ασφαλή λειτουργία του φασματογράφου και για τη λήψη

φασμάτων ηλεκτρονίων υψηλής ποιότητας με χαμηλό θόρυβο. Για τον λόγο αυτό, το
κελί αερίου αποτελείται από δύο ομόκεντρες κυψέλες: μια εσωτερική κυψέλη, όπου
εισάγεται ο στόχος αερίου και μια εξωτερική κυψέλη που περιλαμβάνει την εσωτερική

και συνδέεται άμεσα με μια στροβιλομοριακή αντλία 80 l/s, όπως φαίνεται στο σχήμα 9.2.
Η μέθοδος αυτή είναι γνωστή ως διπλά διαφορική άντληση (double differential pump-
ing).

Figure 9.2: Σχέδιο CAD του κελιού αερίου.

Ο δισδιάστατος ανιχνευτής θέσης PSD αποτελείται από ένα ζεύγος ανιχνευτών
τύπου MCP, καθώς και ένα κωδικοποιητή αντίστασης ανόδου (RAE), ο οποίος συλ-
λέγει τα συμβάντα ενώ κωδικοποιεί κάθε θέση διανέμοντάς τη σε τέσσερις εξόδους,
όπως φαίνεται στο σχήμα 9.3. Εν συνεχεία, τα τέσσερα σήματα ενισχύονται μέσω ενός

Figure 9.3: Διάγραμμα του συστήματος RAE.

προ-ενισχυτή και οδηγούνται σε μία μονάδα επεξεργασίας ψηφιακού σήματος (DSP)
όπου το αναλογικό σήμα μετατρέπεται σε ψηφιακό (ADC). Εκεί, η τελική δισδιάστατη
εικόνα του φάσματος ηλεκτρονίων σχηματίζεται σύμφωνα με τις εξισώσεις 9.4.
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X =
X1 + Y1

X1 + Y1 +X2 + Y2

Y =
X2 + Y1

X1 + Y1 +X2 + Y2

(9.4)

Η καταγραφή των φασμάτων ηλεκτρονίων βασίζεται στην τεχνική φασματοσκοπίας

Auger ηλεκτρονίων δέσμης στις μηδέν μοίρες, ευρέως γνωστή ως ZAPS. Η τεχνική
ZAPS προσφέρει μια αποτελεσματική λύση για τον μετριασμό των κινηματικών φαι-
νομένων διεύρυνσης των φασματικών γραμμών, μέσω της ανίχνευσης των ηλεκτρονίων
Auger που εκπέμπονται σε μηδέν μοίρες σε σχέση με την τροχιά της ιοντικής δέσμης.
Αυτή η τεχνική έχει αναδειχθεί ως πολύτιμο εργαλείο καθώς παρουσιάζει τη μέγιστη

δυνατή διακριτική ικανότητα, καθιστώντας την εξαιρετική για μελέτες διπλά διαφορικής
ενεργού διατομής (DDCS) σε επίπεδο ατομικών καταστάσεων (state-selective). Ως εκ
τούτου, η τεχνική ZAPS μας δίνει τη δυνατότητα να αποκτήσουμε ακριβείς και λεπτο-
μερείς πληροφορίες για την ηλεκτρονική δομή των ατόμων, αλλά και να αποκτήσουμε
πολύτιμες γνώσεις σχετικά με τους μηχανισμούς κρούσεων ιόντων με άτομα.
Πέρα από την εφαρμογή της στη φασματοσκοπία Auger ηλεκτρονίων δέσμης, η

τεχνική ZAPS βρίσκει πρόσθετη χρησιμότητα σε μελέτες cusp ηλεκτρονίων, των
οποίων οι κορυφές εμφανίζονται ιδιαίτερα έντονες για γωνία εκπομπής ίση με μηδέν

μοίρες. ΄Ετσι, μέσω της τεχνικής ZAPS μπορούν να μελετηθούν τα πιο ευαίσθητα
χαρακτηριστικά των cusp ηλεκτρονίων εκτίθοντας, μεταξύ άλλων, την περίπλοκη αλλη-
λεπίδραση μεταξύ των πεδίων των ατόμων του στόχου και των ιόντων δέσμης.

9.2 Ανάλυση δεδομένων

Κατά την καταγραφή των φασμάτων, η πληροφορία αποθηκεύεται ουσιαστικά σε αρι-
θμό ηλεκτρονίων ανά αριθμό καναλιού. Κατά την ανάλυση, ο αριθμός καναλιών μετα-
τρέπεται σε ενέργεια και εν συνεχεία ο αριθμός ηλεκτρονίων σε DDCS. Η διαδικασία
ενεργειακής βαθμονόμησης των φασμάτων γίνεται μέσω της σχέσης 9.5, όπου ο προσ-
διορισμός των σταθερών a, b, και c γίνεται μέσω καλά καθορισμένης ενέργειας KLL
Auger κορυφών.

T (i) = a+ bi+ ci2 (9.5)

Η διαδικασία προσδιορισμού της DDCS πληροφορίας γίνεται μέσω της σχέσης 9.6,
όπου Nei είναι ο αριθμός ηλεκτρονίων που καταγράφηκε στο i-κανάλι, NI ο αριθμός

των ιόντων που μετράται στο κελί Faraday, Leff το μήκος του κελιού αερίου, n η πίεση
του αερίου, ∆Ω η στερεά γωνία ανίχνευσης, ∆Ei το βήμα ενέργειας ανά κανάλι που

προσδιορίζεται μέσω της παραγώγου της σχέσης 9.5, T η μετάδοση του φασματογρά-
φου, και η η συνολική απόδοση.

DDCSi ≡
d2σ

dΩdEi

=
Nei

NI Leff n∆Ω∆Ei T η
(9.6)

Σημειώνεται πως η στερεά γωνία ανίχνευσης είναι γνωστή από τα γεωμετρικά

χαρακτηριστικά της διάταξης, ωστόσο όσο αφορά τη μετασταθή κατάσταση 1s2s2p 4P ,
η οποία αποδιεγείρεται σε όλο το μήκος της διαδρομής μεταξύ κελιού αερίου φασμα-
τογράφου, η στερεά γωνία ανίχνευσης μεταβάλλεται. Για τον προσδιορισμό της αξι-
οποιούνται φάσματα KLL Auger ηλεκτρονίων παραγόμενα σε πειράματα κρούσεων
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βυρηλλιοειδών ιοντικών δεσμών με αέριο στόχο ήλιο που δεν παρουσιάζουν φαινό-

μενα τροφοδοσίας αλληλουχίας. Εναλλακτικά, ο προσδιορισμός της γίνεται με χρήση
προσομοιώσεις στο πακέτο οπτικής ιόντων SIMION.
Σε ιοντικούς επιταχυντές οι δέσμες ιόντων δεν αποτελούνται από μία μόνο κατά-

σταση, τη βασική, αλλά πολλές φορές και από διεγερμένες μετασταθείς καταστάστεις.
Χαρακτηριστικό παράδειγμα αποτελούν οι ηλιοειδείς δέσμες ιόντων που παράγονται σε

μία μίξη καταστάσεων, αυτή της βασικής 1s2 1S και της διεγερμένης 1s2s 3S. Η ομάδα
μας αξιοποιεί το γεγονός αυτό βασιζόμενη σε μία τεχνική διπλής καταγραφής των

KLL Auger φασμάτων μέσω του οποίου μπορεί να γίνει προσδιορισμός του ποσοστού
ιόντων που βρίσκονται στη διεγερμένη κατάσταση (f1s2s 3S). ΄Ενα τέτοιο παράδειγμα
φαίνεται στο σχήμα 9.4. Η τεχνική βασίζεται στις σχετικές διαφορές των κορυφών 4P
και

2D, και οφείλονται στο γεγονός ότι η πρώτη προκύπτει από τα ιόντα δέσμης που
βρίσκονται στη κατάσταση 1s2s 3S μέσω ηλεκτρονικής σύλληψης, ενώ η δεύτερη από
διεργασία μεταφοράς και διέγερσης από τη βασική κατάσταση 1s2. Συγκεκριμένα, για

Figure 9.4: KLL Auger φάσματα με διαφορετικά ποσοστά διεγερμένης κατάστασης
1s2s 3S για κρούσεις 14 MeV O6+(1s2, 1s2s 3S) + He.

τον προσδιορισμό του ποσοστού f1s2s 3S αξιοποιείται η σχέση 9.7:

f i
1s2s 3S = Yi[

4P ]
Y2[

2D]− Y1[
2D]

Y2[2D]Y1[4P ]− Y1[2D]Y2[4P ]
(i = 1, 2) , (9.7)

όπου Yi είναι το κανονικοποιημένο σήμα των
(2S+1)L Auger καταστάσεων για κάθε μία

από τις δύο μετρήσεις.
Τέλος, η τεχνική διπλής μέτρησης μπορεί να προσφέρει περεταίρω πλεονεκτήματα,

καθώς αποτελεί εξαιρετικό εργαλείο για τον προσδιορισμό απλών διαφορικά ενεργών

διατομών (SDCS). Σημειώνεται πως η διαδικασία απαιτεί την ολοκλήρωση των Auger
κορυφών σε ενέργεια, μία διαδικασία μη τετριμμένη για την οποία μπορούν να χρησι-
μοποιηθούν διάφορα προγράμματα ανάλυσης. Στην περίπτωσή μας, προτείνουμε ένα
νέο τρόπο ανάλυσης ο οποίος προϋποθέτει προσομοιώσεις στο πακέτο προσομοίω-

σης SIMION και αποτελεί ασφαλέστερη μέθοδο καθώς εξαρτάται μόνο από τις πειρα-
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ματικές συνθήκες του εκάστοτε πειράματος και παραμένει ανεξάρτητη της επιλογής

μαθηματικών συναρτήσεων για την αναπαράσταση των υπό μελέτη κορυφών.

9.3 Αποτελέσματα

Στην παρούσα διατριβή μελετήθηκαν οι μηχανισμοί ηλεκτρονικής σύλληψης στο συνε-
χές (ECC) καθώς και ηλεκτρονικής απώλειας στο συνεχές (ELC) της δέσμης ιόν-
των μέσω καταγραφής φασμάτων cusp ηλεκτρονίων, καθώς και ο μηχανισμός απλής
ηλεκτρονικής σύλληψης (SEC) μέσω της φασματοσκοπίας Auger ηλεκτρονίων. Επι-
προσθέτως, προτάθηκε ένας νέος τρόπος για τον προσδιορισμό του ενεργειακού εύρους
δεσμών ιόντων που παράγονται σε επιταχυντές tandem Van de Graaff. Ακολούθως,
παρουσιάζονται οι εν λόγω μελέτες καθώς και τα αποτελέσματά μας.

CuspΗλεκτρόνια: Κρούσεις με Πλήρως Απογυμνωμένες Δέσμες Ιόν-
των

Ενώ έχουν υπάρξει πολυάριθμες πειραματικές μελέτες για του μηχανισμό της ECC,
μόνο ένας περιορισμένος αριθμός ερευνών έχει επικεντρωθεί σε κρούσεις πλήρως απο-
γυμνομένων ιόντων δέσμης με πολυηλεκτρονικούς ατομικούς στόχους. Στα πλαίσια
της παρούσας διατριβής, πραγματοποιήθηκαν σχετικές μελέτες, για την καταγραφή των
cusp κορυφών σε επίπεδο DDCS. Τα εν λόγω αποτελέσμτατα προσφέρουν σημαντικές
πληροφορίες για τη δυναμική του ενεργού ηλεκτρονίου και τον ρόλο των παθητικών

ηλεκτρονίων στον ιονισμένο ατομικό στόχο. Κατ’επέκταση, βοηθούν στην περαιτέρω
ανάπτυξη θεωριών γνωστές ως distorted wave (DW) που αξιοποιούνται για την περι-
γραφή των cusp ηλεκτρονίων.
Συγκεκριμένα, πραγματοποιήθηκαν πειράματα κρούσεων στο εύρος ενέργειας 1.25-

6.00 MeV αξιοποιώντας δέσμες ιόντων δευτερίου και αέριους στόχους ηλίου, νέου και
αργού. Οι μετρήσεις συγκρίθηκαν με τέσσερις διαφορετικές DW θεωρίες, δείχνοντας
πως η αριθμητική θεωρία CDW-EIS παρείχε την καλύτερη συμφωνία με τις πειραματικές
μετρήσεις. Οι διαφορές μεταξύ των θεωριών του DW αποδόθηκαν κυρίως στη συνε-

ισφορά διαφορετικών ατομικών τροχιακών στη διαδικασία ECC. Η ανάλυση έδειξε ότι
το τροχιακό 2p είχε τη μέγιστη συνεισφορά στην κορυφή ECC για το εύρος ενέργειας
κρούσeων από 1.25 έως 3.00 MeV για τους στόχους Ne και Ar. Συγκεκριμένα, η αρι-
θμητική θεωρία CDW-EIS αναπαρήγαγε με ακρίβεια την παρατηρούμενη λεπτή αλλαγή
της cusp κορυφής σε επίπεδο DDCS για τους στόχους Ne και Ar στο εύρος ενέργειας
κρούσης από 1.25 έως 2.00 MeV, όπως φαίνεται στο σχήμα 9.5.

Cusp Ηλεκτρόνια: Κρούσεις με Μερικώς Απογυμνωμένες
Δέσμες Ιόντων

Ενώ οι κρούσεις με προ-διεγερμένα ιόντα έχουν χρησιμοποιηθεί για μελέτες βασικών
ατομικών διεργασιών, οι διαδικασίες ECC και ELC δεν έχουν εξεταστεί διεξοδικά σε
τέτοιες συνθήκες. Στα πλαίσια της παρούσας διατριβής πραγματοποιήθηκαν σχετικές
μελέτες, αξιοποιώντας την τεχνική διπλής καταγραφής KLL Auger φασμάτων. Με
αυτόν τον τρόπο, επιτεύχθηκε, για πρώτη φορά, η καταγραφή της cusp κορυφής σε
επίπεδο DDCS προερχόμενη από κρούσεις μεταξύ προ-διεγερμένων δεσμών ιόντων
οξυγόνου, Ο6+(1s2s), με αέριους στόχους ηλίου. Η εν λόγω μέτρηση, καθώς και ο
αντίστοιχος CDW-EIS θεωρητικός υπολογισμός, φαίνονται στο σχήμα 9.6.
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Figure 9.5: DDCS cusp κορυφές σε μηδέν μοίρες σε σχέση με την ταχύτητα της
δέσμης ιόντων για κρούσεις ιόντων δευτέριων ενέργειας 1.25-2.00 MeV με στόχους
Ar (κόκκινο) και Ne (μπλε). Τα σύμβολα αντιστοιχούν στις μετρήσεις και οι γραμμές
στους υπολογισμούς της αριθμητικής θεωρίας CDW-EIS. Λήψη από [21].

Figure 9.6: DDCS της cusp κορυφής για κρούσεις 24 MeV O6+(1s2s) με He. Μπλε
κύκλοι: Πειραματικά δεδομένα. Κόκκινη γραμμή: CDW-EIS θεωρία. Λήψη από [22].
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Οι υπολογισμοί CDW-EIS καταδεικνύουν μια αξιοσημείωτη συμφωνία με τα πειρα-
ματικά δεδομένα, ιδιαίτερα στην αναπαραγωγή των πτερυγίων της κορυφής. Αξίζει να
σημειωθεί πως το θεωρητικό μέγιστο της κορυφής καθορίζεται από έναν μαθηματικό

πόλο, ο οποίος μπορεί να εισάγει ορισμένες διακυμάνσεις στο ύψος του ανάλογα με τη
διαδικασία ολοκλήρωσης. Ωστόσο, η εξαιρετική συμφωνία που παρατηρείται εκατέρω-
θεν του μεγίστου υποδεικνύει ότι οι καθιερωμένες και εξελιγμένες θεωρίες κρούσης,
όπως η CDW-EIS, μπορούν να προωθηθούν περαιτέρω και να βελτιωθούν όταν δοκιμά-
ζονται έναντι μη τετριμμένων συστημάτων κρούσεων.
Σε αυτήν την κατεύθυνση, αξιοποιήσαμε βηρυλλιοειδείς δέσμες ιόντων οξυγόνου

για την καταγραφή cusp ηλεκτρονίων. Για τα πειράματα αυτά αξιοποιήσαμε και πάλι
την τεχνική διπλής καταγραφής, μεταβάλλοντας το ποσοστά των ατομικών δομών
των ιόντων δέσμης, δηλαδή τα ποσοστά της βασικής κατάστασης, 1s22s2 1S, και της
διεγερμένης κατάστασης, 1s22s2p 3P . Να αναφέρουμε ότι οι προκαταρκτικοί θεω-
ρητικοί υπολογισμοί βρίσκονται σε εξέλιξη από τη συνεργαζόμενη θεωρητική μας ομάδα

στο Πανεπιστήμιο του Rosario της Αργεντινής.
Τέλος, σημειώνεται πως σε αρκετά ηλεκτρονικά φάσματα παρατηρήθηκε η ύπαρξη

μιας μικρής κορυφής σε χαμηλότερες ενέργειες σε σχέση με το μέγιστο της cusp
κορυφής. Μετά από πολλαπλές μελέτες που διασφάλισαν την ύπαρξη της κορυφής
αυτής σε διαφορετικά συστήματα κρούσεων, καταλήξαμε πως η εν λόγω κορυφή πι-
θανώς να αποδίδεται σε ένα νέο μηχανισμό ηλεκτρονικής απώλειας στο συνεχές με

ταυτόχρονο ιονισμού του στόχου. Η εκτίμηση αυτή στηρίζεται στις πειραματικές μας
μελέτες, ιδιαίτερα από τα αποτελέσματα που εξίχθησαν σε κρούσεις μεταξύ ηλιοειδών
δεσμών βορίου με αέριους στόχους H2, He, Ne, και Ar, όπου η μικρή κορυφή φαίνε-
ται να μετακινείται αναλόγως του αέριου στόχου που χρησιμοποιείται. Συγκεκριμένα,
η ενεργειακή απόσταση της κορυφής από το μέγιστο της cusp κορυφής φαίνεται να
ισούται κάθε φορά με το δυναμικό ιονισμού του στόχου. Τα εν λόγω αποτελέσματα
παρουσιάζονται στο σχήμα 9.7.

Απλή Ηλεκτρονική Σύλληψη

Πρόσφατα, μία καινοτόμα μελέτη έδωσε απάντηση σε ένα μακροχρόνιο ερώτημα σχετικά
με τη διαδικασία της απλής σύλληψης ηλεκτρονίου σε συστήματα κρούσεων με προ-
διεγερμένες δέσμες ιόντων. Οι πειραματικές μετρήσεις συνδυάστηκαν με κβαντομηχανι-
κούς υπολογισμούς από πρώτες αρχές τριών ενεργών ηλεκτρονίων (3eAOCC) για
να περιγράψουν διεξοδικά τη διαδικασία SEC, μελετώντας τον τρόπο εποίκισης των
καταστάσεων 1s2s2p 4P και 2P±, μέσω του λόγου:

Rm ≡ σm(
4P )

σm(2P+) + σm(2P−)
(9.8)

Οι μελέτες πραγματοποιήθηκαν με ηλιοειδή δέσμες ιόντων άνθρακα και απέδειξαν

πως οι απλοποιημένες θεωρίες ενός ενεργού ηλεκτρονίου δεν μπορούν να περιγρά-
ψουν τη διαδικασία SEC. Στα πλαίσια της παρούσας διατριβής, θέλοντας να ελέγ-
ξουμε τα πρόσφατα αυτά ευρήματα αλλά και να βοηθήσουμε στην περεταίρω ανάπτυξη

της 3eAOCC θεωρίας, πραγματοποιήσαμε μία ισοηλεκτρονική μελέτη χρησιμοποιώντας
ηλιεοδείς δέσμες ιόντων οξυγόνου και βορίου.
Στις εν λόγω μελέτες, εκτός από το λόγο Rm μελετήθηκε και ο λόγος rm, ο οποίος

ορίζεται ως:
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Figure 9.7: DDCS cusp ηλεκτρονίων για κρούσεις 8.15 MeV B3+
με (a) He, (b) Ne,

(c) H2, και (d) Ar.
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rm ≡ σm(
2P+)

σm(2P−)
. (9.9)

Αξίζει να σημειωθεί ότι ο λόγος rm είναι ανεξάρτητος από φαινόμενα τροφοδοσίας
αλληλουχίας καθώς και από διορθώσεις της στερεάς γωνίας ανίχνευσης. Οι τιμές των
λόγων Rm και rm για το βόριο, τον άνθρακα και το οξυγόνο που εξήχθησαν από τα
πειραματικά δεδομενα παρουσιάζονται στο σχήμα 9.8.

Figure 9.8: Ισο-ηλεκτρονική μελέτη των λόγων Rm (a) και rm (b) για κρούσεις 0.50
MeV/u B3+, C4+, και O6+

με He.

΄Οπως είναι εμφανές, οι λόγοι Rm και rm μειώνονται με τη μείωση του ατομικού α-
ριθμού του ιόντος δέσμης Zp. Αυτό οφείλεται κυρίως στη σχετική αύξηση της ενεργού
διατομής για το σχηματισμό της κατάστασης

2P− σε σύγκριση με αυτήν για το σχημα-

τισμό της κατάστασης
2P+, με τη μείωση του ατομικού αριθμού ZP . Το αποτέλεσμα

αυτό, καταδεικνύει τον ρόλο της φύσης της αλληλεπίδρασης ηλεκτρονίου-ηλεκτρονίου
στη διαδικασία SEC σε γρήγορες κρούσεις ιόντων-ατόμων. Αξίζει να σημειωθεί πως το
αποτέλεσμα έχει καταδειχθεί ήδη σε πρόσφατες μελέτες της ομάδας μας και ονομάστηκε

ως μηχανισμός θωράκισης Pauli (Pauli shielding). Σύμφωνα με τον μηχανισμό αυτόν,
ο πληθυσμός της κατάστασης 1s2s2p 2P− δεν προάγεται από την Κουλομπική αλλη-

λεπίδραση, αλλά από τον ασθενέστερο μηχανισμό μαγνητικής αλληλεπίδρασης της αν-
ταλλαγής ιδιοστροφορμής. Εδώ, η ισο-ηλεκτρονική μας μελέτη υποστηρίζει σθεναρά
αυτά τα επιχειρήματα, δείχνοντας ενισχυμένη αλληλεπίδραση ηλεκτρονίου-ηλεκτρονίου
έναντι αλληλεπιδράσεων ηλεκτρονίου-πυρήνα για την κατάσταση 2P− με τη μείωση του

ατομικού αριθμού Zp. Στο σχήμα 9.9 παρουσιάζονται ξεκάθαρα οι σχετικές διαφορές
των κορυφών

2P± για τα διαφορετικά συστήματα κρούσεων.
Τέλος, αξίζει να αναφερθεί πως η συστηματική μελέτη που πραγματοποιήθηκε με

ιόντα οξυγόνου σε συστήματα κρούσεων πολλών ενεργειών, επέτρεψε τη μελέτη των
SDCS για τις καταστάσεις 1s2s2p 4P και 2P± που προκύπτουν από κρούσεις προ-
διεγερμένων ιοντικών δεσμών, 1s2s 3S με He. Στο σχήμα 9.10 παρουσιάζονται τα
SDCS πειραματικά αποτελέσματα, τα οποία συγκρίνονται με προκαταρκτικούς 3eAOCC
υπολογισμούς. ΄Οπως φαίνεται ξεκάθαρα, οι θεωρητικές SDCS τιμές ακολουθούν την
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Figure 9.9: DDCS ηλεκτρονικά φάσματα για κρούσεις 0.50 B3+ (κόκκινα τετράγωνα),
C4+ (μπλε κύκλοι), και O6+ (πράσινα τρίγωνα) με He. Το DDCS φάσμα για κρούσεις
0.63 MeV/u F7+ (μαύρα διαμάντια) με He, λύφθηκε από [27].
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Figure 9.10: SDCS των καταστάσεων 1s2s2p 4P , 1s2s2p 2P−, και 1s2s2p 2P+ για

κρούσεις O6+(1s2s 3S) με He. Οι κόκκινοι κύκλοι αντιστοιχούν στις μετρήσεις και τα
μπλε τετράγωνα σε 3eAOCC προκαταρκτικούς υπολογισμούς [25].

ίδια ενεργειακή εξάρτηση με τις μετρήσεις, δηλαδή μια ταχεία μείωση με την αύξηση
της ενέργειας κρούσης.

Προσδιορισμός του Ενεργειακού Εύρους της Δέσμης Ιό-
ντων

Στο παρελθόν έχουν προταθεί αρκετές τεχνικές για τον προσδιορισμό του ενεργειακού

εύρους ∆EP/EP μιας ιοντικής δέσμης. Ενώ αυτές οι τεχνικές έχουν χρησιμοποι-
ηθεί ευρέως, στην παρούσα διατριβή προτείνουμε μια εναλλακτική μέθοδο, η οποία
βασίζεται στην ανάλυση των φασμάτων Auger ηλεκτρονίων δέσμης και προσομοιώσεις
τύπου Monte Carlo που πραγματοποιούνται με τη βοήθεια του πακέτου οπτικής ιόντων
SIMION.
Συγκεκριμένα, για την εν λόγω μέθοδο χρησιμοποιείται ένας αριθμητικός κώδικας

προσομοίωσης των KLL Auger κορυφών, του οποίου οι παράμετροι είναι όλοι γνωστοί,
εκτός από το ενεργειακό εύρος της δέσμης. Μεταβάλλοντας την παράμετρο ∆EP/EP

έως ότου οι προσομοιωμένες κορυφές να ταιράζουν με τις πειραματικές είναι δυνατός

ο προσδιορισμός του ενεργειακού εύρους της δέσμης. ΄Ενα τέτοιο παράδειγμα φαίνεται
στο σχήμα 9.11.
Η μέθοδος δοκιμάστηκε για ένα πλήθος συστημάτων κρούσεων, και τα αποτελέσ-

ματά μας βρέθηκαν σε καλή συμφωνία με αντίστοιχα αποτελέσματα που εξήχθησαν

με τη χρήση της τεχνικής πυρηνικών συντονισμών, η οποία χρησιμοποιείται συνήθως
σε πειράματα πυρηνικής φυσικής στην εγκατάσταση του επιταχυντή tandem Van de
Graaff του Ε.Κ.Ε.Φ.Ε. «Δημόκριτος». Ωστόσο, μια άμεση σύγκριση μεταξύ των δύο
συνόλων αποτελεσμάτων δεν είναι εφικτή λόγω των διαφορών στις πειραματικές δι-
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Figure 9.11: DDCS φάσμα ηλεκτρονίων για κρούσεις 12 MeV O6+
με He. Σύμβολα:

Πείραμα; Γραμμές: SIMION προσομοιώσεις για ∆EP/EP = 0.18% (μπλε διακεκομ-
μένη γραμμή) και για ∆EP/EP = 0.00% (πράσινη γραμμή). Λήφθηκε από [16].

ατάξεις και στις συνθήκες μεταφοράς της δέσμης ιόντων.
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