Role of cascade and Auger effects in the enhanced population of the $C^{3+}(1s2s2p\,4P)$ states following single-electron capture in $C^{4+}(1s2s\,3S)$-He collisions
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The population of excited three-electron states in carbon ions after single-electron capture in 0.5–1.1 MeV/amu $C^{4+}(1s2s\,3S)$-He collisions is analyzed theoretically by combining different methods. While the two-center basis generator method is used to calculate capture amplitudes on the single-particle level, all-electron structure calculations for the relevant $C^{3+}$ states and their radiative and Auger transition rates are performed on the multiconfiguration Dirac-Fock level. These data are then combined and fed into a set of classical rate equations for the decay dynamics. Total cross sections for the production of the $1s2s2p\,4P$, $1s2s2p\,3P$, and $1s2s2p\,2P_s$ states are calculated and their ratios compared with recent experimental data and previous calculations [D. Strohschein et al., Phys. Rev. A 77, 022706 (2008)]. It is found that the relative intensities of the $1s2s2p\,4P$ states are considerably larger than expected on the basis of pure spin statistics. The Auger transitions, which were not included in the previous calculations, have a significant effect on the final results in that they reduce the $1s2s2p\,3P$ intensities. Although our extended computations explain a significant part of the production of the $1s2s2p\,4P$ states, the experimentally observed enhancement of these states is still considerably larger than the theoretical one.
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I. INTRODUCTION

Single-electron transfer in ion-atom collisions is in general well understood. This is particularly true if the electron is captured by a bare projectile ion such that a pure one-electron state is formed. If the projectile is not bare, but carries electrons into the collision, the situation becomes more involved. One might expect that similarly configured final states which correspond to different angular momentum eigenvalues are populated according to the rules of spin statistics if the initial projectile electrons do not undergo additional transitions. However, experimental data obtained from zero-degree Auger projectile electron spectroscopy indicate that this might not be true.

Some time ago, it was recognized that capture into F$^{7+}$ ions results in a rather strong population of the metastable $1s2s2p\,4P$ final states when compared to the similarly configured $1s(2s2p\,3P)\,^{4}P_{-}$ and $1s(2s2p\,3P)\,^{2}P_{+}$ states [1,2]. The possible role of cascade effects was mentioned [1] but not analyzed in further detail. Recently, this enhancement of the $1s2s2p\,4P$ states was determined more quantitatively for 1.1 MeV/amu F$^{7+}(1s2s\,3S)$ impact on He and Ne [3]. For the case of He it was found that the measured ratio $R = 4P/(2P_{-} + 2P_{+})$ was 2.9, 1 which has to be compared to the value of 2 expected from spin statistics [4–6].

In Ref. [3] it was suggested that a dynamical Pauli exchange mechanism might be responsible for the enhancement, but it was not possible to corroborate this interpretation by theoretical calculations at that time. Zouros et al., by contrast, argued that a selective cascade feeding mechanism following transfer into highly excited states causes the preferential population of the $1s2s2p\,4P$ states [7,8]. They backed their interpretation by theoretical cascade calculations for F$^{7+}$ impact on He and H$_2$ and obtained good agreement with the former measurements of Refs. [1,2] above 0.7 MeV/amu.

In order to shed more light on the situation, new measurements were performed for 0.5–1.0 MeV/amu C$^{4+}\,3S$ ions colliding with He and Ne atoms [9]. In contrast to the previous experiments, both ground-state C$^{4+}(1s2\,1S)$ and mixed-state C$^{4+}(1s2\,1S + 1s2s\,3S)$ beams were used. This allowed for a more reliable separation of events obtained solely from the metastable beam component, to which the previous interpretations referred. These measurements gave rise to a ratio $R \approx 6–8$, which is an even more pronounced departure from the spin statistics value of 2 than in the previous experiments. The effect of cascades on the

\[ R = 4P/(2P_{-} + 2P_{+}) \] is used as a shorthand notation for $R = \text{Intensity}[C^{3+}(1s2s2p\,4P)]/\text{Intensity}[C^{3+}(1s(2s2p\,3P)\,^{2}P_{-}) + \text{Intensity}[C^{3+}(1s(2s2p\,3P)\,^{2}P_{+})]].$
C\(^{2+}\)(1s2s \(^3\)S)-He data was also studied in Ref. [9]. In that work, a theoretical approach conceptually similar to that of Zouros et al. [7,8] was set up, but based on different methods for calculating electron capture probabilities, decay rates, and the cascade dynamics. It was found that only about half of the observed enhanced population of the C\(^{2+}\)(1s2s2p \(^1\)P) states is due to cascade effects; that is, room was left for other effects, such as the previously suggested Pauli mechanism.

In the present work we elaborate on those calculations and include further processes in the analysis of the 1s2s2p \(^2\)P\(^\pm\) populations. The methods used are described in Sec. II. In Sec. III it is demonstrated that the calculated ratio \(R = 4p/(2P^\pm + 2P_\pm)\) is further enhanced due to the consideration of Auger processes, but the increase is not enough to explain the experimental values. Some conclusions are offered in Sec. IV. Atomic units (\(\hbar = m_e = e = 1\)) are used unless indicated otherwise.

### II. THEORY AND COMPUTATIONS

Ion-atom collisions at MeV impact energies occur at the few-attosecond time scale, whereas Auger and radiative decays take much longer times, from 10\(^{-15}\) to 10\(^{-7}\) s, in the system under study. This warrants the separation of collision and relaxation processes and suggests a separate discussion of the methods used to describe them.

#### A. Calculation of the electron transfer probabilities

The collision itself is addressed with the two-center basis generator method (TC-BGM) [10], which is an extension of the original (one-center) BGM introduced in Ref. [11]. Within the semiclassical approximation and the independent electron model, the time-dependent Schrödinger equation for the active electrons is solved within a basis that is dynamically adapted to the problem. It consists of sets of bound target and projectile orbitals (including appropriate electron translation factors) and a set of pseudostates, which are constructed by the repeated application of a regularized projectile potential onto the target states.

In the present work the single-particle Hamiltonian is assumed to have the form

\[
\hat{h}(t) = -\frac{1}{2} \Delta - \frac{Q_T}{r} + v_{ee}^T(r) + v_{eff}(r_p),
\]

where \(Q_T\) is the charge of the target nucleus (\(Q_T = 2\)) and \(v_{ee}^T\) represents the effective electron potential in the He ground state. It is approximated by the exchange-only version of the optimized potential method (OPM) [12]. The effective projectile potential \(v_{eff}\) depends on \(r_p = |r - R(t)|\) with the classical projectile coordinate \(R(t) = (b,0,vt)\) characterized by the impact parameter \(b\) and the constant velocity \(v\). The potential \(v_{eff}\) is also obtained from the OPM [13] and has the asymptotic properties

\[
v_{eff}(r_p) = \begin{cases} 
-6/r_p & \text{for } r_p \to 0, \\
-4/r_p & \text{for } r_p \to \infty.
\end{cases}
\]

Using this fixed potential implies that the two electrons of the helium-like ion are assumed to be passive throughout the collision. This appears reasonable due to their relatively large binding energies and was verified by test calculations with “unfrozen” 2s electrons, for which the final results for \(R = 4p/(2P^\pm + 2P_\pm)\) did not change significantly. Therefore, only the initial target electrons are propagated in order to obtain the transfer amplitudes as the main ingredients of the further analysis.

For the target basis set we use 20 states (all spatial orbitals from 1s to 4f\(_{3/2}\)) and for the projectile 35 states (from 1s to 5g\(_{\perp}\)) to allow for capture into (highly) excited states. To account for the coupling to the continuum, 51 pseudostates are included in addition, so that in total the TC-BGM basis consists of 106 states. Four projectile energies (\(E = 0.5, 0.75, 1, \text{ and } 1.1\ \text{MeV/amu}\)) are considered, each with 15 impact parameters in the range 0.13 \(\leq b \leq 3\ \text{a.u.}\). The propagation started at \(z = v_0t_0 = -45\ \text{a.u.}\) and ended at \(z = v_1t_1 = 45\ \text{a.u.}\).

Figure 1 displays the single-particle probabilities for capture into the \(L, M, N, \text{ and } O\) shells at \(E = 1\ \text{MeV/amu}\). Apparently, the probabilities decrease with ascending principal quantum number \(n\). To understand to which extent they follow the well-known \(1/n^3\) scaling law, we have used our results for the capture into the \(M\) and \(N\) shells to predict the capture into higher shells. More specifically, \(M\)-shell capture was used to predict capture into the \(N\) and \(O\) shells [model(a)], and \(N\)-shell capture was used to predict capture into the \(O\) shell [model(b)].

The results show that the scaling is approximately fulfilled, except for relatively large impact parameters, where the probabilities are so small that our TC-BGM calculations become inaccurate. We have also found that the scaling is better fulfilled at higher impact energies than at the lower end of the considered interval. This is not surprising given that the scaling law is based on perturbation theory [14].

---

2The mirror symmetry with respect to the scattering plane is exploited such that only states with quantum numbers \(nl|m|\) have to be taken into account.

3By using \(P_{n+\ell} = (\frac{2\ell+1}{4\pi})P_{\ell}\).
B. Calculation of the three-electron projectile states and their decay rates

Our aim is to model and analyze the populations of the \(^{2+} P\) levels after the collision of metastable \(C^{4+}(1s2s\ 3S)\) projectiles with helium. Apart from the (single-electron) transfer amplitudes into the various excited shells of the projectile, this requires detailed knowledge about the formation of the three-electron states due to the capture of an electron as well as about the de-excitation of these states toward the \(1s2s2p\ ^{2+} P\) terms. The coupling of the transferred electron to the \(1s2s\ 3S\) term and the initial population of the various excited levels is explained in Sec. II C. Here, we describe the rates with which excited levels decay either by (Auger) electron or photon emission. These rates are uniquely determined for each level with given (total) angular momentum \(J\) and parity \(P\) while their population also depends on the magnetic (sub)states and, thus, on the magnetic quantum number \(M_J\). Of course, only the de-excitation of the excited-three-electron levels by fluorescence photons eventually leads to the \(^{2+} P\) states of interest.

Three approximations were considered to model the populations of the excited states by capturing the transfer electron in \(nl\) subshells with either \(n \leq 3, 4,\) or \(5\), respectively. For the metastable \(1s2s\ 3S\) term, this gives rise to a total of 29, 55, or even 89 levels which are initially populated by the transfer process. The multiconfiguration Dirac-Fock (MCDF) method [15] has been utilized to describe the decay of these levels, based on the RATIP program [16]. Not much needs to be said about this method, which has been utilized in a larger number of case studies on the level structure and decay of atoms and ions [17]. For the photon emission, all electric-dipole (E1) as well as magnetic-dipole (M1) and electric-quadrupole (E2) transitions were taken into account, although only the E1 rates are found important for the cascade analysis. In the computation of the transition probabilities, moreover, two different gauges (Babushkin and Coulomb) were used for the coupling of the radiation field which, in the nonrelativistic limit, refer to the well-known length and velocity gauge, respectively (see Ref. [18] for details).

In contrast, the calculation of the Auger rates requires the coupling of the bound-state electrons of some excited level to the electron continuum. This coupling is caused by the interaction among the electrons but can also be affected by configuration mixing between different autoionization channels—the so-called interchannel interactions. Apart from very few case studies on the \(K=LL\) and \(K=LM\) spectra of noble gases, however, it has become common practice to neglect both the interchannel interactions as well as any nonorthogonality of the one-electron orbital functions in the evaluation of the Auger amplitudes. For light and medium elements, it is therefore sufficient to include the instantaneous Coulomb repulsion among the electrons. This treatment has also been implemented in the AUGER component of the RATIP program [16], in which the continuum spinors are calculated within a spherical but level-dependent potential of the final ion [19]. Both the Auger as well as the radiative rates from above are the input for the subsequent cascade analysis, which we discuss in the next section.

C. Calculation of the three-electron populations prior to the de-excitation processes and solution of the rate equations

In addition to the radiative and Auger rates discussed in Sec. II B, we need the populations of the relevant three-electron projectile states just after the collision to set up the initial conditions for the cascade dynamics. The corresponding state-to-state transition amplitudes

\[ A_{ij} = \langle \Phi_j | \Psi_i(t_1) \rangle \]  

are the overlaps between the three-electron projectile states \(|\Phi_j\rangle\) (calculated on the MCDF level) and the propagated states \(|\Psi_i(t_1)\rangle\). The latter are antisymmetrized products of the \(C^{4+}(1s2s\ 3S)\) states and a spin-orbital \(|\psi_i(t_1)\rangle\) obtained from the TC-BGM propagation from \(t_0\) to \(t_1\):

\[ |\Psi_i(t_1)\rangle = \frac{1}{\sqrt{3}} \sum_{j=2}^{3} \hat{P}_{ij} |\psi(1, t_1)\rangle |1s2s\ 3S(2, 3)\rangle, \]  

where \(\hat{P}_{ij}\) denotes a permutation operator. This construction involves again the assumption that the two projectile electrons do not undergo any transition in the course of the transfer process but remain frozen in their initial configuration. The overlaps of Eq. (3) are calculated by expanding both the propagated and final three-electron states in Slater determinants \(|K^-\rangle\) such that

\[ A_{ij} = \langle \Phi_j | \Psi_i(t_1) \rangle = \sum \sum K \langle \Psi^N K^- | \Psi K^N \rangle \]  

with

\[ \langle N^- | K^- \rangle = \text{det}(|f_i| \psi_j). \]  

The single-particle matrix elements on the right-hand side of Eq. (6) are equal to 0 or 1 if \(|\psi_j\rangle\) is a frozen \(1s\) or \(2s\) projectile state and equal to the TC-BGM single-particle capture amplitudes if \(|\psi_j\rangle\) is the propagated orbital with the same spin projection as the final-state orbital \(|f_i\rangle\).

The initial conditions for the cascade analysis are obtained from averaging the state-to-state probabilities \(|A_{ij}|^2\) over the ensemble of equivalent initial states [of which there are six in the present case due to the coupling of one electron with two spin projections to the \(C^{4+}(1s2s\ 3S)\) state; see Eq. (4)] and by adding up the contributions to a given fine structure level characterized by total angular momentum \(J\) and parity \(P\),

\[ P_J^r = \frac{1}{6} \sum_{k,M_J} |A_{ij}|^2. \]  

For the sake of simplicity we label these populations by \(P_k, \ k = 1, \ldots, m\), in the following analysis of the cascade contributions. The standard rate equations [20, 21]

\[ \frac{dP_k}{dt} = \sum_{i=k+1}^{m} P_i(t) D_{ik}^{\text{rad}} - P_k(t) \sum_{j=1}^{k-1} D_{kj}^{A} - P_k(t) D_{kl}^{\text{Auger}}, \]  

are propagated numerically from times \(t_1\) to \(t_2 \sim 10^{10}\) a.u. to study the decay dynamics of the projectile ion. In Eq. (8), \(D_{ik}^{\text{rad}}\) is the Auger (loss) rate from some upper level with label \(k\) to the (two-electron) ground state, while \(D_{ik}^{\text{rad}}\) denotes
the radiative transition rate between the levels \( i \) and \( k \). As mentioned above we have checked that it suffices to include the \( E1 \) transitions, since the \( E2 \) and \( M1 \) rates are negligibly small.

Figure 2 shows examples of the computed time dependencies of the \( 1s2s2p^2P \) and \( 1s2s2p^4P \) levels. At \( t = t_1 \), the population of the quartet states is indeed twice as large as the population of the doublets, which reflects the spin statistics for direct transitions. Three sets of results are displayed in Fig. 2 corresponding to different numbers of levels included in the cascade dynamics. The first one (denoted by \( n = 3 \)) involves all relevant levels with single-particle principal quantum numbers \( n \leq 3 \) (29 levels with 106 states in total), the second one all relevant levels with \( n \leq 4 \) (55 levels with 234 states in total), and the third one all relevant levels with \( n \leq 5 \) (89 levels with 434 states in total). The doublet levels (whose summed population is shown) quickly decay and are completely depleted after \( t = 10,000 \) a.u. due to fast Auger processes. By contrast, the \( 1s2s2p^4P \) levels are first filled from above quite strongly until the higher-lying states are drained and decay themselves thereafter. Not surprisingly, the interim repopulation of the \( 2P \) levels increases with the number of initial levels that are included in the cascade, but the final result is the same in all cases: the quartet states are emptied (by Auger decay) only after about \( 10^{10} \) a.u. Note that the time scale is much longer than in the case of the doublet states reflecting the metastable character of the quartets.

### III. RESULTS AND DISCUSSION

In the experiment, Auger electrons from the \( 1s2s2p^4P \) and \( 1s2s2p^2P_x \) states are detected along the beam direction (i.e., at zero degrees) [9]. Assuming an isotropic Auger decay and neglecting the weak radiative decays of these states, the Auger yields are proportional to the total production cross sections (TCSs). A convenient way to calculate these TCSs consists of switching off all decay processes of the \( 1s2s2p^2P_x \) and \( 1s2s2p^4P \) states; that is, all electrons are collected that are transferred to these states either directly or via cascading processes. The accumulated probabilities are then integrated over the impact parameter to obtain the TCSs, and the experimental ratio \( R = \frac{P}{(C_P^2 + P)^2} \) can be compared to the corresponding cross-section ratio.

We have calculated the radiative rates in both length and Coulomb gauges. Figure 3 compares results obtained from both gauges at \( E = 1 \) MeV/amu and \( b = 0.3 \) a.u. No gauge dependence is observed for the \( 1s2s2p^2P \) levels. If their decay rates are switched off, their populations do not change with time; that is, they are not filled from above, since the decay dynamics of the doublet states is dominated by Auger processes [cf. Fig. 2(a)]. The \( 1s2s2p^4P \) levels, by contrast, are filled from above, and the time development of the populations varies slightly in both gauges. However, the final populations remain almost gauge independent and are appropriate to determine the TCS.

Auger processes were not included in our previous calculations published along with the experimental data in Ref. [9]. In Fig. 4 we show for the same kinematic parameters as above how the dynamics change if this decay channel is taken into account.
account for the higher-lying levels. Clearly, the Auger effect does play a significant role, in particular for the doublet states. If it is neglected, the 1s2x2p2P levels are fed from above radiatively, and the denominator in the ratio \( R \) is increased. The 1s2x2p2P levels are also affected by Auger processes, but the reduction of the final populations is somewhat smaller than in the case of the doublets. Consequently, the numerator in \( R \) also decreases if Auger decays are taken into account, but by a smaller amount than the denominator. The net effect is an increase of \( R \) (see later discussion).

In order to provide a more comprehensive comparison between our current and previous results, we show TCSs for the production of the 1s2x2p4P and 1s2x2p2P levels in Fig. 5. Analogously to Fig. 2, results are displayed which correspond to the inclusion of levels up to \( n \leq 5, n \leq 4, \) and \( n \leq 5 \) into the cascade analysis in order to demonstrate the convergence behavior with respect to the number of excited three-electron states. If Auger processes are forbidden, the TCSs are generally larger and they increase with increasing number of excited states. For the quartet states, the latter tendency is also observed if Auger processes are included, but the situation is different for the doublet states. Here the results are virtually identical, independent of the number of upper-lying levels that are considered in the transfer process. This confirms what was pointed out before by Zouros et al. [7,8]: in the case of the doublets, fast Auger processes to the 1s23S ground state dominate and suppress radiative decays. By contrast, the latter prevail for the quartets. As a consequence, the ratio \( R \) does not reflect simple spin statistics but assumes a larger value because of a selective cascade feeding mechanism.

Finally, the ratio \( R = \frac{4P}{(2P + 2^P)} \) after single capture in C4+(1s23S)-He collisions as a function of the impact energy. Auger decays are or are not included, while radiative decays are always included in length gauge. The \( n = 5 \) and \( n \rightarrow \infty \) calculations are explained in the text.

One can see that our new calculations, which include Auger decays, come closer to the experimental ratio but are still well outside the error bars.
IV. CONCLUSIONS

In this paper we have extended our previous theoretical calculations for single-electron capture in C\(^{4+}\)\((1s^2 2s^3 S)\)-He collisions to account for further details of the (re)population of the projectile states due to various decay processes. Nonperturbative collision calculations, ab initio structure calculations, and a straightforward (numerical) analysis of the decay dynamics have been combined to probe recent experimental data obtained from zero-degree Auger projectile electron spectroscopy, according to which the C\(^{3+}\)\((1s^2 2s 2p^4 P)\) levels are populated more strongly than expected from pure spin statistics compared with the \(^2 P\) levels of the same configuration. Clearly, our calculations show that cascade processes contribute to this enhancement. In a previous work, in which Auger decays were not taken into account, we concluded that about half of the observed enhancement originates from cascades. Our present, more complete analysis suggests that approximately 70% can be attributed to the capture into higher-lying states, along with their subsequent decay dynamics. However, there is still room left for other effects. Whether this is the dynamical Pauli exchange mechanism proposed in Ref. [3] or something else is presently an open question. Unfortunately, a quantitative test of the exchange mechanism would require a very demanding collision calculation on the time-dependent Hartree-Fock level (or beyond) for the three-electron problem.
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